Sudden drawdown and drainage of a horizontal aquifer
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Abstract. Drainage of a saturated horizontal aquifer following a sudden drawdown is reanalyzed using the Boussinesq equation. The effect of the finite length of the aquifer is considered in detail. An analytical approximation based on a superposition principle yields a very good estimate of the outflow when compared to accurate numerical solutions. An illustration of the new analytical approach to analyze basin-scale field data is used to demonstrate possible field applications of the new unify theory that explains both long-term and short-term behavior. In doing so, we shall also illustrate how useful the approach is in determining effective basin-scale properties.

1. Introduction

The recession slope analysis suggested by Brutsaert and Nieber [1977] is a powerful tool for determining base flow separation and aquifer parameters [Brutsaert and Lopez, 1998; Szilagyi and Parlange, 1998; Szilagyi et al., 1998]. The method is fundamentally linked to the behavior of the solution of the Boussinesq equation in the absence of recharge for short and long times. If \( Q \) is the discharge from the aquifer, then for short times Brutsaert and Lopez [1998] showed that

\[
\log \left( -\frac{dQ}{dt} \right) = 3 \log Q + \log A_1 \tag{1}
\]

and for long times

\[
\log \left( -\frac{dQ}{dt} \right) = \frac{3}{2} \log Q + \log A_2. \tag{2}
\]

The constants \( A_1 \) and \( A_2 \) are given by Brutsaert and Lopez [1998]:

\[
A_1 = 1.1334(kfD^3L^2) \tag{3}
\]

\[
A_2 = 4.8038k^{1/2}L/(fA^{1/2}), \tag{4}
\]

where \( f \) is the average drainable porosity (or specific yield), \( k \) is the average hydraulic conductivity, \( D \) is the average depth of the aquifer before drainage starts, \( L \) is the length of river channels, and \( A \) is the drainage area. Brutsaert and Lopez [1998] also noticed that, in practice, for longer times the \( 3/2 \) slope in (2) can further decrease to about 1. The value of 3/2 corresponds to the behavior of the solution of the nonlinear Boussinesq equation, whereas the value of 1 corresponds to the behavior of the linearized equation. We shall present a
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Equation (5) is to be solved with the following initial and boundary conditions:

\[
h = D, \quad 0 < x < B, \quad t < 0 \tag{6}
\]

\[
h = 0, \quad x = B, \quad t \geq 0 \tag{7}
\]

\[
\frac{\partial h}{\partial x} = 0, \quad x = 0, \quad t > 0. \tag{8}
\]

where \( B \) is the average breadth of the aquifer, so that the drainage area \( A = 2BL \) for both sides of the channel.

In the limit of \( B \rightarrow \infty \) or in the short time limit for \( B \) finite, the outflow \( Q \) is given by [Polubarinova-Kochina, 1962]

\[
Q = \frac{kAD^2}{B^2}Q^*, \quad Q^* = a/\sqrt{t^*}, \tag{9}
\]

where \( Q^* \) is the dimensionless discharge. Note that in that case \( Q \) is proportional to \( L = A/2B; \)

\[
t^* = Dkt/B^2. \tag{10}
\]

The standard value of the dimensionless \( a \) [Polubarinova-Kochina, 1962, p. 507] is

\[
a = 0.33206. \tag{11}
\]

For this particular case the very general method of weighted residuals also yields the first three decimals correctly [Lockington, 1997], but the most accurate result can be found using the analogy between the Blasius and Boussinesq equations [Polubarinova-Kochina, 1962; Hessel and Alksne, 1961] yielding [Parlange et al., 1981]

\[
a = 0.33205734 \tag{12}
\]

or, to the fourth decimal place,

\[
A_1 = 1.1337/(kfD^3L^2), \tag{13}
\]
which is nearly identical to $A_1$ in (3).

To obtain the cumulative dimensionless outflow or volume

\[ I^* = \int_0^l Q^*(\tau) \, d\tau, \quad (14) \]

one can solve the Boussinesq equation by linearization of the right-hand side of (5) around $h = pD$, where $p$ is some dimensionless number, obtaining the well-known result [Brutsaert, 1994] for $B \to \infty$,

\[ I^* = 1 - \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} \exp \left[ \frac{(2n-1)^2 \pi^2}{4} pt^* \right]. \quad (15) \]

In particular, for $t^* \to 0$ this yields

\[ \alpha = \sqrt{p/\pi}, \quad (16) \]

which by comparison with (12) gives a value of $\mu_0 = 1/2.887$ [Brutsaert and Lopez, 1998]. This value is close to the value $p = 1/3$ suggested by Brutsaert [1994], who pointed out that $\alpha$ should decrease with time from the largest value $p_0$. The effect of the finite length, $B$, of the aquifer on $I^*$ is now estimated.

3. Analytical Approximation

To estimate the effect of the finite length of the aquifer, consider the profile for $x = B$. Until $h$ falls to somewhat below $D$, everywhere, (9), will hold. It is then logical to calculate the correction to (9) through linearization of the Boussinesq equation using the depth for $x = B$ which is the position where it is closer to $D$. Then the solution for $x \leq B$ is obtained by superposition of the semi-infinite solution for $x \geq B$ and the correction. In order to satisfy condition (8), the latter can be obtained as usual by taking the mirror image of the semi-infinite solution valid for $x \geq B$ into the region $x \leq B$, the value of the correction at $x = 2B$ having value $\mu$ to be determined later. This gives a correction to the profile $h/D$ as the standard solution of the linear diffusion equation $\mu \text{erfc} \left[ \left( -x + x/B \right)/\sqrt{4t^*} \right]$ [Carslaw and Jaeger, 1959]. Then the correction to the flux, at $x = 0$, is $\left[ \mu/\sqrt{\pi t^*} \right] \exp \left[ -\left( t^*/t^* \right) \right]$ or by integration in time is

\[ I^* = 2\alpha \sqrt{t^*} - \frac{\mu}{\sqrt{\pi}} \int_0^l e^{-\left( t^*/t^* \right)^2} \, d\tau, \quad (17) \]

which yields

\[ I^* = 2\alpha \sqrt{t^*} - \frac{2\mu}{\sqrt{\pi}} \left[ \sqrt{t^*} \, e^{-\left( t^*/t^* \right)^2} - \sqrt{t^*} \, \text{erfc} \left( \frac{1}{\sqrt{t^*}} \right) \right]. \quad (18) \]

In agreement with (15), $I^* \to 1$ when $t^* \to \infty$; thus the first two terms in (18) must cancel out. Hence it must be true that

\[ \mu = \alpha \sqrt{\pi}. \quad (19) \]

The approach can be further improved by replacing $h \sim D$ by the better approximation $h \sim D(1 - \mu \text{erfc} \left[ -1/\sqrt{t^*} \right])$ to calculate the flux, that is, using an iterative procedure; in this case, (18) may be expressed as

\[ I^* = 2\alpha \sqrt{t^*} - \frac{2\mu}{\sqrt{\pi}} \left[ \sqrt{t^*} \, e^{-\left( t^*/t^* \right)^2} - \sqrt{t^*} \, \text{erfc} \left( \frac{1}{\sqrt{t^*}} \right) \right] - \frac{\mu^2}{2} \left[ \text{erfc} \left( \frac{1}{\sqrt{t^*}} \right) \right]^2. \quad (20) \]

clearly adding correction terms to $I^*$ which involve a higher power of $\text{erfc} \left( 1/\sqrt{t^*} \right)$. Thus we express the solution by a series expansion of the form

\[ I^* = 2\alpha \sqrt{t^*} \left[ 1 - e^{-\left( t^*/t^* \right)^2} \right] + \sum_{n=1}^{\infty} \mu_n \left[ \text{erfc} \left( \frac{1}{\sqrt{t^*}} \right) \right]^n \quad (21) \]

In (21), $I^*$ automatically satisfies the condition $I^* = 2\alpha \sqrt{t^*}$ as $t^* \to 0$. As $t^* \to \infty$, the first right-hand term disappears because of the $[1 - \exp \left( -t^*/t^* \right)]$ term. As time increases, (2) shows that $Q = \frac{2\alpha}{A_2}$ which, for $I^* = 1$, $I^*$ for large times must behave like $1 + (2Lk^{1/2}A_2 fA^{3/2})I^*$, which, in turn, must be identical with the expansion of (21) for long times. Thus three conditions result for the terms in $r^*$, $t^* - 1/2$, and $t^* - 1$. These provide three conditions to calculate the coefficients $\mu_n$ appearing in the series of (21). Thus we start anew with (21) and truncate the series after three terms since we have three conditions or

\[ I^* = 2\alpha \sqrt{t^*} \left[ 1 - e^{-\left( t^*/t^* \right)^2} \right] + \mu_1 \text{erfc} \left( \frac{1}{\sqrt{t^*}} \right) + \mu_2 \left[ \text{erfc} \left( \frac{1}{\sqrt{t^*}} \right) \right]^2 \]

\[ + \mu_3 \left[ \text{erfc} \left( \frac{1}{\sqrt{t^*}} \right) \right]^3. \quad (22) \]

There is no difficulty in calculating $\mu_1$, $\mu_2$, and $\mu_3$, but it is slightly simpler to use the equivalent but more compact expression

\[ I^* = 2\alpha \sqrt{t^*} \left[ 1 - e^{-\left( t^*/t^* \right)^2} \right] + \lambda_1 \text{erfc} \left( \frac{1}{\sqrt{t^*}} \right) + \lambda_2 \left[ \text{erfc} \left( \frac{1}{\sqrt{t^*}} \right) \right]^2, \quad (23) \]

where the three coefficients are now $\lambda_1$, $\lambda_2$, and $\lambda$. The last term in (23) replaces the last two terms in (22) so that we expect $\nu$ to be between 2 and 3. The three conditions as $t^* \to \infty$ yield

\[ \lambda_1 + \lambda_2 = 1 \]

\[ \alpha \frac{\sqrt{\pi}}{\sqrt{t^*}} = \lambda_1 + \nu \lambda_2 \]

\[ \frac{12}{\pi \lambda_3} = \frac{2}{\sqrt{t^*}} \lambda_3 \nu (\nu - 1), \quad (26) \]

with $B_1$ as the beta function, $B(\frac{3}{2}, \frac{1}{2})$ [Polubarinova-Kochina, 1962]. The result can be written very simply as

\[ \nu = \sqrt{7}, \quad \lambda_1 = \frac{5}{4}, \quad \lambda_2 = -\frac{1}{2}, \quad \lambda_3 = \frac{2}{\sqrt{t^*}} \alpha \lambda_2 (\nu - 1), \quad (27) \]

which are correct to the fifth decimal place. Using these values, the $\alpha$ parameter may be calculated as

\[ \alpha = (5 - \sqrt{7})/4 \sqrt{\pi} = 0.3320606, \quad (28) \]

which is also correct to the fifth decimal place. These yield a slightly more accurate value for $A_3$ than the one given in (4),

\[ A_2 = 4.8050k^{1/2}L/(fA^{3/2}), \]

4. Numerical Validation

Equations (23) and (27) require a truncation of the series in (21) that incorporates error in the approximation. Since (23)
with (27) appearative sults in the short and long time
limits, the interpolation will have maximum error at intermediate
times.

The problem posed in (5)-(8) was solved numerically using a
finite element program written with the aid of PDE2D, a
general purpose partial differential equation solver [Sewell,
1993]. PDE2D is a second-order accurate backward Euler
scheme with an adaptive time step for transient solutions. To
check the accuracy of the numerical solution, the cumulative
outflow from the aquifer (t*) was calculated as the integral
(with respect to time) of the calculated discharge at x = 0 as
well as the integral of the depth of water (with respect to
time) at different times. Only when these two solutions were
in less than 0.1% error was the numerical solution ap-
proved.

Because of the sudden, i.e., discontinuous, drawdown at t =
0 the numerical solution will be the least accurate as t* → 0.
Thus we require the numerical solution to agree in that limit
with the exact result within 10^{-5} so that the expected larger
error at intermediate times will be reliably estimated. We ob-
tain a further check of the agreement between the profiles
either in the short time limit or when B → ∞, for which exact
results are available [Hogarth and Parlane, 1999]. Figure 1
shows that those profiles go to the right limit as t* → 0. Figure
1 also shows the increasing differences at x ~ B between the
finite and the semi-infinite profiles as time increases. Being
confident in the numerical accuracy of the cumulative outflow
when B is finite, i.e., at least to the fifth decimal place, the
relative error of the analytical result given in (23), or (30)
below, is indicated in Figure 2. As expected, the maximum
error is for t* ~ 1 and is relatively small, less than 0.4%.
Substituting the coefficients from (27) into the analytical inter-
polation (23), we obtain the final theoretical approximation
\[
I^* = \frac{5 - \sqrt{\pi}}{2 \sqrt{\pi}} \sqrt{t^*} \left[ 1 - \exp\left(-\frac{1}{t^*}\right) \right] + \frac{3}{4} \operatorname{erfc}\left(\frac{1}{\sqrt{t^*}}\right)
- \frac{1}{4} \left[ \operatorname{erfc}\left(\frac{1}{\sqrt{t^*}}\right) \right] \sqrt{t^*}.
\] (30)

5. Discussion

Following the approach of Brutsaert and Lopez [1998] in
analyzing data, it is convenient to plot dQ*/dt* versus Q* on
a log-log scale (see Figure 3). In Figure 3 a very abrupt tran-
sition to slope is observed as it is in the field [Brutsaert and
Lopez, 1998]; it is a consequence of the solution in Figure 1,
in which the profile is first affected by the finite width of the
aquirer, around time t* = 0.1. However (Figure 4), the cu-
mulative outflow does not reflect the effect of the finite length
until after t* = 0.6; hence the profiles near x = 0 and the
outflow at x = 0 are not affected for a relatively long time.
This is because, according to the Brutsaert model, diffusion
is small where h is small, i.e., for x = 0. For x ~ B where
diffusion is the largest (highest heat), the profiles are flatter
than for the semi-infinite profiles, but this does not rapidly
influence the region where h is small. Thus by the time the flux
at the outflow is significantly reduced, h at x = B has about
half its initial value.

The present model predicts a 1.5 slope for long times in
Figure 3 and not a slope of 1 as sometimes observed. One can
speculate as to possible causes for a slope of 1. Here we

\[
\text{Log}(dQ^*/dt^*)
\]

\[
\text{Log}(Q^*)
\]
consider the case when Darcy's law and Boussinesq's equation dominate, but when the flow is greatly reduced, many local features, for example, small ponds, might contribute to water movement which are neglected when $h$ is large. The addition of all those small independent mechanisms are typical of random behavior, leading to linear diffusion and hence a slope of 1. The same effect would also result if a full drawdown did not take place; then after a long time, linear diffusion takes place, providing again a limiting slope of 1 for long times. This does not invalidate the use of Figure 3 for field data as long as the transition to the 1.5 slope takes place before the slope of 1 occurs.

6. Field Data Analysis

This section provides an illustration of a possible method to analyze data to obtain catchment properties using (30). Field data were obtained from East Mahantango Creek near Dalmatia, Pennsylvania, station 01555500, a tributary of the Susquehanna River in the nonglaciated part of the North Appalachian Ridge and Valley Region, U.S. Geological Survey National Water Information System. The catchment is characterized by Devonian sandstone, siltstone, and shale underlying thin moderately weathered channery or sandy loam soils with poorly developed horizons. The catchment area is 423 km² with a drainage density of 0.68 km⁻¹. Annual precipitation is around 1 m. The catchment is heavily forested; more than 70% of its drainage area is woodland.

Figure 5 shows recession flow data (daily mean runoff) for the Mahantango Creek, Pennsylvania, watershed (1984–1987) 1 day after precipitation ceased. The $dQ^*/dt^*$ and $Q^*$ data can be superimposed onto the curve of Figure 3 with a translation equal to $\log(kA^2D^2B^{-2})$ in the horizontal direction and equal to $\log(Ak^2D^3T^{-1}B^{-4})$ in the vertical direction. Following this procedure, (30) was fitted directly to all the points in Figure 5 by nonlinear regression with horizontal log $H$ and vertical log $V$ translation. For this average curve we find $H = 1/0.036$ and $V = 1/22,000$ with an $r^2 = 0.68$.

We are making no attempt at a proper statistical analysis of the field data, as this is not the purpose of this paper. Rather we want to fit different curves to the data to illustrate the sensitivity of the results to the choice of the curve. For instance, we could use the lower envelope of the data [Brutsaert and Lopez, 1998]. Instead, we generate an upper and lower curve with the following recipe: Fifteen intervals were chosen with constant $\Delta Q$ increments. The data points were averaged to calculate the arithmetic mean values of $dQ/dt$ in each interval, and (30) was again fitted to these 15 points; by this artificial procedure, $r^2 = 0.96$ is naturally very high. This procedure, for example, with 15 intervals, was chosen as it led to the same values of $H$ and $V$ as obtained previously with all data points. Then 95% confidence intervals on those 15 points were used to obtain the upper and lower curves in Figure 5, using (30). Again those curves do not give a proper representation of the uncertainty of the data but provide an illustration of the sensitivity of the results to the choice of the curve fitting. We find for the lower curve, $H = 1/0.035$ and $V = 1/22,000$, and for the upper curve, we find $H = 1/0.035$ and $V = 1/16,000$.

The shift parameters $H$ and $V$ are defined by

$$H = kA^2D^2B^{-2}$$

$$V = Ak^2D^3T^{-1}B^{-4}$$

where $A$ is the drainage area ($4.23 \times 10^8$ m²), $B = A/(2L)$ and $L$ is total stream length ($2.87 \times 10^5$ m).

Therefore the values for $Df$ and $kD^2$ are, for the average curve, $Df = 0.0402$ and $kD^2 = 0.0357$; for the lower curve $Df = 0.0581$ and $kD^2 = 0.0429$, and the upper curve gives $Df = 0.0303$ and $kD^2 = 0.0367$. The difference between the two extreme sets of values gives some crude estimates of the sensitivity of the results. Of course, one more parameter has to be measured, for example, $D$ or $f$, to predict the other two. For instance, if $f = 0.02$, the average, upper, and lower curves give $D = 2.0 \pm 0.07$ m and $k = 0.01 \pm 0.005$ m s⁻¹. Note that the values of $k$ tend to be large as discussed by Brutsaert and Lopez [1998].
7. Conclusions

On the basis of the Boussinesq equation a new simple and accurate analytical approximate solution is obtained which is tested for magnitude and sensitivity, and a typical data set is used to demonstrate its application to analyze basin outflow. Specifically following Brutsaert and Lopez [1998], a one-dimensional model is used to describe a catchment response for estimating basin-scale parameters. The model requires that the data (as plotted in Figure 3) show a slope of 3 for the short times and 1.5 for the long times. The long time behavior is less crucial when an abrupt change in slope appears at a well-defined value of $Q$ and $dQ/dt$. The theory predicts this abrupt change in slope, and this knowledge can be used to obtain two relations that predict useful, effective, basin-scale properties.
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