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Abstract

In this paper, a composite descriptor for shape retrieval is proposed. The composite descriptor is obtained based upon corner-points and shape region. In an earlier paper, we proposed a composite descriptor based on shape region and shape contour, however, the descriptor was not effective for all perspective and geometric transformations. Hence, we modify the composite descriptor by replacing contour features with corner-points features. The proposed descriptor is obtained from Generic Fourier Descriptors (GFD) of the shape region and the GFD of the corner-points. We study the performance of the proposed composite descriptor. The proposed method is evaluated using Item S8 within the MPEG-7 Still Images Content Set. Experimental results show that the proposed descriptor is effective.

1. Introduction

Approaches for shape representation and retrieval can be broadly classified into contour based and region based. Some of the region based methods are grid based method, geometric moments and moments constructed orthogonal functions [1]. Recently, Generic Fourier Descriptors (GFD) was proposed by Zhang and Lu [2] for region based matching of shapes. Some of the contour based methods are polygonal approximation, autoregressive model, Fourier Descriptors and distance histograms [1].

In this paper, a composite descriptor based on a region based method and a corner-points based method is proposed for 2d shape retrieval. Corners are obtained using the Harris-Plessey operator. GFD is used for representation of the corners obtained apriori. Region-based GFD is also computed for the 2d shape [2]. A composite descriptor is constructed from the corners descriptor and the region descriptor.

It has been shown that the performance of GFD is comparable with other contemporary techniques [2]. Hence, we evaluate the proposed descriptor by comparing it with GFD. GFD is described in Section 2. The proposed method is described in Section 3. Experimental Setup and Results are presented in Section 4. Finally, Discussion and Conclusion are presented in Sections 5 and 6 respectively.

2. Generic Fourier Descriptors

Generic Fourier Descriptors (GFD) is a region-based method for image retrieval [1][2]. In GFD, feature vectors are created by extracting spectral information in the frequency domain. Fourier transform is applied
to the polar raster sampled shape image. Consider the image shown in Figure 1. To obtain the GFD for the image, the image is first plotted in polar space. The polar image of Figure 1(a), is shown in Figure 1(b).

![Figure 1](image1.png)

**Figure 1. (a) An Image in Cartesian Coordinates (b) Polar Image**

Before obtaining the polar image, the image is normalized for scale. 2d DFT is applied to the rectangular region in polar coordinates to obtain Fourier coefficients which are used to construct feature vectors for shape representation and similarity measure [1][2].

Polar coordinates (r, \( \theta \)) are obtained from the 3d Cartesian co-ordinates (x, y) as shown below.

\[
\begin{align*}
    r &= \sqrt{(x - x_c)^2 + (y - y_c)^2} \\
    \theta &= \arctan\left(\frac{y - y_c}{x - x_c}\right)
\end{align*}
\]  

(1) 

(2) 

where, \((x_c, y_c)\) is the centroid of the 2d Cartesian image.

Feature vectors are constructed from the polar coordinates by computing the 2d DFT. 2d DFT of the polar coordinates is defined as below.

\[
PF(\rho, \tau) = \sum_r \sum_{\theta} f(r, \theta) e^{-j2\pi\left(\frac{r}{R}\right)\left(\frac{\theta}{T}\right)}
\]  

(3) 

where, \(R\) and \(T\) is the radial and angular resolution. \(r\), \(\theta\) is obtained from Eqn. 1 and Eqn. 2. Feature vectors are represented as shown below.

\[
F = \begin{bmatrix}
    F(0,1) & \cdots & F(0,T-1) \\
    \vdots & \ddots & \vdots \\
    F(R-1,0) & \cdots & F(R-1,T-1)
\end{bmatrix}
\]

where, \(R\) and \(T\) is the radial and angular resolution as used in Eqn. 3.

The difference between two images is computed as the Euclidean distance between their feature vectors as shown in Eqn. 4.

\[
Dist (F_1, F_2) = \sqrt{\sum_{i=0}^{RT-1} (f_{1,i} - f_{2,i})^2}
\]  

(4) 

where, \(f_{x,i}\) is a descriptor within the feature vector of image \(x\). \(0 < i < RT\), where \(R\), \(T\) is the radial and angular resolution.

3. Proposed Method

In this section, the drawback of the method proposed in an earlier paper is highlighted. A shape representation method based on corner points is proposed.

In an earlier paper, we proposed a method to obtain the shape contour from connectivity information [4][5]. Connectivity method is based on pixel neighbourhood information. Advantage of capturing the contour using connectivity is that the contour continuity is non-essential. Hence, contour propagation techniques are not required. The contour for the shape in Figure 1(a) is shown in Figure 2.

![Figure 2](image2.png)

**Figure 2. Contour Information obtained from Connectivity**

We showed that a composite descriptor obtained from the GFD of the shape region and the GFD of the shape contour performed well [12]. The drawback of the method is that it does not perform well when the images are scaled down. The drop in performance for scaled down images is attributed to the fact that there is loss of contour information when the contour extraction method is applied to the scaled down images.

![Figure 3](image3.png)

**Figure 3. Contour Extraction after Smoothing the Scaled-down Images**

In this paper, the composite descriptor is built based on the GFD of the shape region and the GFD of the corner-points. Harris-Plessey corner detector is used to extract corner-points. Harris-Plessey corner...
detector has been shown to be effective in detecting corners. It addresses the limitations of the Moravec operator which has an anisotropic response as the intensity variation is only computed at discrete set of shifts. The result of applying the corner-points detector to scaled-down, Gaussian smoothed images is shown below.

Figure 4. Corner-Points Extraction after Smoothing the Scaled-down Images

During retrieval, images are ranked based on the two features. Ranking of images based on multiple features is a two step process. First, distances are computed for each feature thus giving a ranked list for each feature. Second, distances are combined to obtain an overall measure of distance, namely, global distance. When combining distances for different features, some features may contribute disproportionately to the distance measure because the scale of the distance will be different for different features. Celentano et al. [6] have proposed two methods to mitigate the disproportionate contribution by different features. The methods are $\text{norm1}$ and $\text{norm2}$.

$\text{norm1}$: For each element in a ranked list of $k$ elements having distance $d_i$ from the query image, the normalized distance is:

$$d'_i = \frac{d_i}{d_k}$$

where $d_k$ is the distance for the lowest ranked element.

$\text{norm2}$: The normalised distance is:

$$d'_i = \frac{d_i - d_l}{d_h - d_l}$$

where $d_l$ and $d_h$ are the distances for the highest and the lowest ranked elements.

After normalising the distances the global distance for an image which appears in $n$ ranked lists may be computed from $\text{mean1}$ or $\text{mean2}$ which are computed as shown in Eqn. 7 and Eqn. 8.

$$d = \frac{d_1 + d_2 \ldots d_n}{n}$$

Experimental results provided by Celentano et al. suggest that $\text{norm1}$ and $\text{mean1}$ perform better than $\text{norm2}$ and $\text{mean2}$. A method similar to $\text{norm1}$ has also been used by Jain et al [8].

Another method for integration of disparate feature vectors is used in the QBIC system [9][10][11]. The distance between two images is computed using a weighted Euclidean distance with the inverse of feature variances used for normalization. The distance between two images is computed as,

$$d_y = \sum_k \frac{(k_i - k_j)^2}{\sigma^2}$$

where $k$ is a feature and $i$ and $j$ are the two images.

4. Experimental Results

Two sets of experiments are conducted. In the first set of experiments, effectiveness of two methods for the integration of disparate feature vectors (namely, Corner-points GFD and Region GFD) are compared. In the second set of experiments, the effectiveness of the composite descriptor for GFD is compared with traditional GFD.

Experiments are performed on Item number S8 within the MPEG-7 Still Images Content Set; this is a collection of trademark images which was originally provided by the Korean Industrial Property Office. S8 consists of 3621 still images. It is divided into sets A1, A2, A3, A4 to test the robustness of methods to geometric and perspective transformations.

Set A1 consists of 2881 shapes from the whole database; it is for test of scale invariance. 100 shapes in Set A1 are organized into 20 groups (5 similar shapes in each group) which can be used as queries for test of retrieval. In our experiment, all the 100 shapes from the 20 groups are used as queries to test the retrieval.

Set A2 consists of 2921 shapes from the whole database; it is for test of rotation invariance. 140 shapes in Set A2 are organized into 20 groups (7 similar shapes in each group) which can be used as queries for test of retrieval. In our experiment, all the 140 shapes from the 20 groups are used as queries to test the retrieval.

Set A3 consists of 3101 shapes from the whole database; it is for test of rotation/scale invariance. 330 shapes in Set A3 are organized into 30 groups (11 similar shapes in each group) which can be used as queries for test of retrieval. In our experiment, all the 330 shapes from the 30 groups are used as queries to test the retrieval.

Set A3 consists of 3101 shapes from the whole database; it is for test of rotation/scale invariance. 330 shapes in Set A3 are organized into 30 groups (11 similar shapes in each group) which can be used as queries for test of retrieval. In our experiment, all the 330 shapes from the 30 groups are used as queries to test the retrieval.
Set A4 consists of 3101 from the whole database; it is for test of robustness to perspective transform. 330 shapes in Set A4 are organized into 30 groups (11 similar shapes in each group) which can be used as queries for test of retrieval. In our experiment, all the 330 shapes from the 30 groups are used as queries to test the retrieval.

The effectiveness of two methods to integrate Corner-points GFD and Region GFD are compared. The result for recall and precision for norm1 and QBIC method (variance based), as described in Section 3, are shown below. The results are averaged over 220 queries from the dataset described above. The queries are divided into 20 classes of shapes with each class containing 11 member shapes which are generated through geometric and perspective transformations. The results are shown in Table 1 where Method A refers to norm1 method and Method B refers to variance based method. Weight refers to the weight assigned to the Corner-points GFD when computing the distance between two images. norm1 method clearly outperforms the other method.

### Table 1: Retrieval Performance of Two Methods to Integrate Feature Vectors

<table>
<thead>
<tr>
<th>Method, Weight</th>
<th>Recall (%)</th>
<th>Recalls</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>A, 0.1</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>B, 0.1</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>A, 0.4</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
</tr>
<tr>
<td>B, 0.4</td>
<td>100</td>
<td>99.0</td>
<td>96.3</td>
</tr>
<tr>
<td>A, 0.8</td>
<td>100</td>
<td>100</td>
<td>96.7</td>
</tr>
<tr>
<td>B, 0.8</td>
<td>100</td>
<td>100</td>
<td>96.3</td>
</tr>
</tbody>
</table>

In the proposed method, normalised distance between two images is computed for Region GFD and Corner-points GFD using the norm1 method described in Section 3. The total distance between two images is computed as the weighted sum of normalised distances. Queries used are those supplied by MPEG-7. 60 features (reflecting 5 radial frequencies and 12 angular frequencies) each are selected for the Corner-points GFD and the Region GFD. Queries are performed using GFD; these are represented by ‘traditional’ within the legends. Another set of queries are performed using the proposed method; these are represented by ‘composite’ within the legends. Average recall-precision plots for queries in Sets A1, A2, A3 and A4 are shown in Figure 5. Precision along the vertical axis is plotted for recall along the horizontal axis. The weight assigned to Corner-points GFD is 0.1.

**Figure 5. Recall-Precision Plots for Queries in Set A1, A2, A3, A4**

From the results, we observe that there is no significant difference in performance for Set A1. The proposed method shows significant improvement for Sets A2 and A3. The proposed method shows a small improvement for Set A4. Different datasets respond differently to the weight assigned to Corner-points GFD. The effectiveness will drop when the weight of Corner-points GFD is increased beyond a threshold. The optimal value of the weight assigned to Corner-
points GFD needs to be determined empirically and it will depend on the dataset.

5. Discussion

There are two factors which contribute to the relative improvement of the proposed method when compared with traditional GFD. First, additional information is captured by the corners; descriptors which encode corners are able to discriminate better between shapes.

Improvement of the proposed method is also attributed to the use of spectral analysis. Spectral analysis of images has been widely used for image retrieval. There are two advantages of spectral features. First, they are robust compared with spatial features. Second, spectral features are inherently multi-resolutional and this property can be leveraged to determine the degree of detail encoded during indexing.

6. Conclusion

In this paper, we have proposed a new index which complements GFD by capturing corners information. Contour information is captured based on connectivity. Experiments have been performed on the MPEG-7 Still Images Content Set. Experimental results prove that the proposed method is promising. The proposed method may be modified to incorporate other shape retrieval techniques such as geometric moments, however, this will need further investigation.
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