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Abstract

In this work we consider face recognition from face motion manifolds. An information-theoretic approach with Resistor-Average Distance (RAD) as a dissimilarity measure between distributions of face images is proposed. We introduce a kernel-based algorithm that retains the simplicity of the closed-form expression for the RAD between two normal distributions, while allowing for modelling of complex, nonlinear manifolds. Additionally, it is shown how errors in the face registration process can be modelled to significantly improve recognition. Recognition performance of our method is experimentally demonstrated and shown to outperform state-of-the-art algorithms. Recognition rates of 97–100% are consistently achieved on databases of 35–90 people.

1. Introduction

Important practical applications of automatic face recognition have made it a very popular research area in the last three decades, see [1, 4, 7, 22] for surveys. Most of the methods developed deal with single-shot recognition. In controlled imaging conditions (lighting, pose and/or occlusions) many have demonstrated good (nearly perfect) recognition results [22]. On the other hand, single-shot face recognition in uncontrolled, or loosely controlled conditions still poses a significant challenge [22].

The nature of many practical applications is such that more than a single image of a face is available. In surveillance, for example, the face can be tracked to provide a temporal sequence of a moving face. In access control use of face recognition the user may be instructed to move in front of a fixed camera. Regardless of the setup in which multiple images of a face are acquired, it is clear that this abundance of information can be used to achieve greater robustness of face recognition by resolving some of the inherent ambiguities of the single-shot recognition problem.

The organization of this paper is as follows. Section 2 reviews the existing literature on face recognition from video. Section 3 introduces the concept of classification using the Kernel RAD. In Section 4 we show how errors in the face registration process can be modelled and incorporated in the described recognition framework. Section 5 reports experimental results and compares the proposed method with several competing methods reported in the literature. Finally, Section 6 concludes the paper and discusses promising directions for future research.

2. Related Previous Work

Single-shot face recognition is a well established research area. Algorithms such as Bayesian Eigenfaces [10, 14], Fisherfaces [20, 22], Elastic Bunch Graph Matching [3, 12] or the 3D Morphable Model [2, 15] have demonstrated good recognition results when illumination and pose variations are not large. However, all existing single-shot methods suffer from the limited ability to generalize to unseen illumination conditions or pose.

Compared to single-shot recognition, face recognition from video is a relatively new area of research. Most of the existing algorithms perform recognition from image sequences, using the temporal component to enforce prior knowledge on likely head movements. In the algorithm of Zhou et al. [23] the joint probability distribution of identity and motion is modelled using sequential importance sampling, yielding the recognition decision by marginalization. In [13] Lee et al. approximate face manifolds by a finite number of infinite extent subspaces and use temporal information to robustly estimate the operating part of the manifold.

There are fewer methods that recognize from manifolds without the associated ordering of face images, which is the problem we address in this paper. Two algorithms worth mentioning are the Mutual Subspace Method (MSM) of Ya-
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maguchi et al. [9, 19] and the Kullback-Leibler divergence based method of Shakhnarovich et al. [17].

In MSM, infinite extent linear subspaces are used to compactly characterize face sets i.e. the manifolds that they lie on. Two sets are then compared by computing the first three principal angles between corresponding principal component analysis (PCA) subspaces [9]. Varying recognition results were reported using MSM, see [9, 17, 18, 19]. The major limitation of MSM is its simplistic modelling of manifolds of face variation. Their high nonlinearity (see Figure 1) invalidates the assumption that data is well described by a linear subspace. More subtly, the nonlinearity of modelled manifolds means that the PCA subspace estimate is very sensitive to the particular choice of training samples. For example, in the original paper [19] in which face motion videos were used, the estimates are sensitive to the extent of rotation in a particular direction. Finally, MSM does not have a meaningful probabilistic interpretation.

The Kullback-Leibler divergence (KLD) based method [17] is founded on information-theoretic grounds. In the proposed framework, it is assumed that i-th person’s face patterns are distributed according to \( p_i(x) \). Recognition is then performed by finding \( p_i(x) \) that best explains the set of input samples – quantified by the Kullback-Leibler divergence. The key assumption in their work, that makes divergence computation tractable, is that face patterns are normally distributed i.e. \( p_i(x) = \mathcal{N}(\bar{x}_i, C_i) \). This is a crude assumption (see Figure 1), which explains the somewhat poor results reported with this method [18]. KLD was also criticized for being asymmetric [11].

### 3. Recognition using Kernel RAD

#### 3.1. Resistor-Average Distance

Resistor-Average Distance is a symmetric measure of dissimilarity of two probability distributions. It has a close relationship to optimal classifier performance and reflects its error rate better than the KLD from which it is derived [11]. It is defined as:

\[
D_{RAD}(p, q) = (D_{KL}(p||q))^{-1} + D_{KL}(q||p))^{-1}
\]

KLD is an information-theoretic measure that quantifies how well a particular pdf \( p(x) \) describes samples from another pdf \( q(x) \) [5]. It is defined as:

\[
D_{KL}(p||q) = \int p(x) \log_2 \left( \frac{p(x)}{q(x)} \right) dx.
\]

For most practical purposes the evaluation of the above expression is computationally expensive and numerically problematic. However, when \( p(x) \) and \( q(x) \) are two normal distributions, there is a closed-form expression for KLD [21]:

\[
D_{KL}(p||q) = \frac{1}{2} \log_2 \left( \frac{|\Sigma_q|}{|\Sigma_p|} \right) + \frac{1}{2} \text{Tr} \left( \Sigma_p^{-1} + \Sigma_q^{-1} - (\bar{x}_q - \bar{x}_p)(\bar{x}_q - \bar{x}_p)^T \right) - \frac{N}{2}
\]

where \( N \) is the dimensionality of data, \( \bar{x}_p \) and \( \bar{x}_q \) data means, and \( \Sigma_p \) and \( \Sigma_q \) the corresponding covariance matrices.

The simplicity of (3) comes at the cost of a strong assumption on the two data distributions. In the case of variation of face patterns (vectors of pixel values), this assumption is unjustified. Lighting or pose changes, or even simple plane transformations (rotation, translation), are all highly nonlinear (see Figure 1). In the next section we review Kernel PCA (KPCA) which is in our method used to efficiently handle nonlinear face manifolds.

#### 3.2. Kernel Principal Component Analysis

PCA is a technique in which an orthogonal basis transformation is applied such that the data covariance matrix \( C = (\langle x_i - \langle x \rangle \rangle (x_i - \langle x \rangle)^T) \) is diagonalized. In the case of nonlinearly distributed data, PCA does not capture the true modes of variation well.

The idea behind KPCA is to map data to a high-dimensional space in which it is approximately linear – then the true modes of data variation can be found using standard PCA. Performing this mapping explicitly is prohibitive for computational reasons. This is why a technique known as the “kernel trick” is used. Let \( \Phi \) map the original data in input space to a high-dimensional pattern space in which it is (approximately) linear. In KPCA the mapping \( \Phi \) is restricted to be such that there is a function \( k \) (the kernel) such that \( \Phi(x_i)^T \Phi(x_j) = k(x_i, x_j) \). In this case, principal components of the data can be found by performing computations in input space only.
Assuming zero-centred data in the feature space (for information on centring data in the feature space as well as a more detailed treatment of KPCA see [16]), the problem of finding principal components in the feature space is equivalent to solving the eigenvalue problem:

\[ \mathbf{K} \mathbf{u}_i = \lambda_i \mathbf{u}_i \]  

where \( \mathbf{K} \) is the kernel matrix:

\[ \mathbf{K}_{j,k} = k(\mathbf{x}_j, \mathbf{x}_k) = \Phi(\mathbf{x}_j)^T \Phi(\mathbf{x}_k) \]  

The projection of a data point \( \mathbf{x} \) to the \( i \)-th kernel principal component is computed using the following expression [16]:

\[ a_i = \sum_{m=1}^{N} a_{(m)}^i k(\mathbf{x}_m, \mathbf{x}) \]  

### 3.3. Combining RAD and KPCA

The variation of face patterns is highly nonlinear (see Figure 1). Hence RAD between two sparsely sampled face manifolds cannot be easily computed in the input space. Therefore, we are looking for a mapping of data from the input space into a space in which data is nearly linear. As before, we would not like to compute this mapping explicitly. Also, data covariance matrices and their determinants in the expression for the KLD between two normal distributions (3) limit the maximal practical dimensionality of the pattern space.

In our method both of these problems are solved using KPCA. The key observation is that regardless of how high the pattern space dimensionality is, the data has covariance in at most \( N \) directions, where \( N \) is the number of data points.

Therefore, given two data sets of faces, each describing a smooth manifold, we first find the kernel principal components of their union. After dimensionality reduction is performed by projecting the data onto the first \( M \) kernel principal components, the RAD between the two distributions, each assumed Gaussian, is computed.

### 4. Modelling Registration Errors

The variation of face patterns is highly nonlinear even for simple planar transformations, like translation or rotation. Since reliable methods for facial feature localization have been developed [8], these unwanted variations are best dealt with directly, that is, by recovering transformation parameters from sets of point correspondences. Images can then be registered to have relevant facial features in selected canonical locations.

Most face recognition methods do not consider how registration errors impact recognition performance. Modelling of even small affine misregistrations (by randomly perturbing manually registered data) shows that these variations can be significant, suggesting that they should be included in the data formation model.

We recognize two sources of registration errors:

- errors due to small localization inaccuracies of facial feature detectors, and

- large errors due to wrongly localized features (outliers).

The fundamentally different nature of these two sources of error suggest separate modelling of the two. We handle small registration errors by augmenting the input data sets with synthetically perturbed data. Large registration errors are handled using RANSAC for KPCA computation.

#### 4.1. Small Registration Errors

Small registration errors occur due to small localization inaccuracies of facial feature detectors (see Figure 3). These are most pronounced when input images have low resolution, which is sometimes all that is available, or when subsampling is necessary for computational efficiency reasons. Although at first sight small, these localization errors cause a significant drift of face patterns along the misregistration manifold, especially when few facial features are used or when data is nonlinearly mapped, as in the proposed algorithm.

In our method, a set of face images is augmented by synthetic samples from the corresponding misregistration manifold. The samples are generated by applying small, random perturbations to the input images. We use \( N_s \sim 2^{N_p} \) as a rule of thumb for the number of synthetic samples, where \( N_p \) is the number of registration transformation parameters (so \( N_p = 6 \) for affine registration).

#### 4.2. Large Registration Errors

Large registration errors are due to wrong facial feature localization. Unlike small errors from the previous section, these do not lie on a smooth manifold and are in our method considered outliers (see Figure 3).

Our algorithm uses RANSAC [6] for robust estimation of the KPCA subspace used for dimensionality reduction (Section 3.3). This process is summarized in Algorithm 1.

A summary of the complete method proposed is given in Algorithm 2.

### 5. Experimental Evaluation

We performed several experiments for the purpose of evaluating our algorithm and comparing its performance with...
The RBF kernel $k(x, x_j) = \exp(-0.6(x_i - x_j)^T(x_i - x_j))$ was used in all kernel methods and was found empirically. In the original KLD-based method 85% of data energy was explained by the principal subspace used. In MSM, the dimensionality of PCA subspaces was set to 9 [19]. The first 3 principal angles were used for recognition, as this produced best results in the literature [19]. In the Eigenfaces method, the 22-dimensional principal subspace used explained 90% of data energy.

5.1. Data

The evaluation of methods in this paper was done on six databases, five with 35 and one with 90, mostly male individuals. For each person in a database we collected a training and a testing image set, each consisting of 30-50 images of a face in random motion (yaw within approximately ±30°), sampled from a video at 10fps (see Figure 2). Illumination conditions for each database were different, but unchanging across the training and testing sets. Face images were affine registered using 4 point correspondences (using pupils and nostrils) and automatically cropped at approximately mouth and mid-forehead level. Pupils and nostrils were automatically detected using the algorithm described in [8]. Finally, for computational and memory reasons, images were subsampled to 15 × 15 pixel grayscale images with pixel values normalized to lie in the range [0, 1]. See Figures 2 and 3. We emphasize that the whole process is automatic — no human intervention is required at any point.

5.2. Results

The recognition results are summarized in Figure 4. Our Robust Kernel RAD outperformed other methods on each database, producing the highest average recognition score.

---

**Algorithm 1 RANSAC Kernel PCA**

1: $c = 0$
2: for $c = 0$ to $C_{\text{limit}}$ do
3: Randomly select $N_d$ data samples $\{y_i\}$, where $N_d$ is the dimensionality of the KPCA subspace being constructed.
4: Compute kernel principal components of $\{y_i\}$.
5: From the rest of the data select data points within a threshold distance from the origin in the KPCA space. If the number of selected points is greatest so far, call it $\{z_i\}$.
6: end for
7: Compute KPCA on $\{z_i\}$.

**Algorithm 2 Robust Kernel RAD**

Input: sets $\{a_i\}$, $\{b_i\}$
Output: $D_{RAD}(\{a_i\}, \{b_i\})$

1: Using RANSAC find inliers in $\{a_i\}$, $\{b_i\} \rightarrow$ inliers $\{a_i^V\}$, $\{b_i^V\}$
2: Perturb $(a_i^V), (b_i^V) \rightarrow$ synthetic data $\{a_i^S\}$, $\{b_i^S\}$
3: Perform RANSAC Kernel PCA on $\{a_i^V\} \cup \{b_i^V\} \cup \{a_i^S\} \cup \{b_i^S\} \rightarrow$ principal components $u_i$
4: Project $\{a_i^V\} \cup \{a_i^S\}, \{b_i^V\} \cup \{b_i^S\}$ onto $u_i \rightarrow$ projections $\{a_i^P\}$, $\{b_i^P\}$
5: Compute RAD between $\{a_i^P\}$ and $\{b_i^P\} \rightarrow D_{RAD}(\{a_i\}, \{b_i\})$
of 98%, with non-decayed performance for the large database. The original KLD-based method produced very low recognition rates. The likely reason for this is the high nonlinearity of manifolds described by training sets used, caused by close, office lighting.

It can be seen that kernelization alone of the original KLD method improved the results dramatically – from 45% to 85%. This confirms that face recognition by manifold modelling is indeed a promising direction of research. Consistent improvement of recognition rates using RAD over KLD is also demonstrated.

Registration error modelling was confirmed to be very important, additionally decreasing the error rate to 2%. Distance matrices on a typical database are compared for the Kernel RAD method without and with misregistration modelling in Figure 5. Increase not only in recognition performance can be seen, but also in separability of within and between class distances. Separability for the Robust Kernel RAD method is shown in Figure 6.

6. Summary and Conclusions

In this paper we introduced a novel approach to face recognition from face motion manifolds. In the proposed algorithm the Resistor-Average distance computed on nonlinearly mapped data using Kernel PCA is used as a dissimilarity measure between distributions of face images. Additionally, sources of registration errors are explicitly modelled allowing for their effects to be greatly reduced. A number of experiments was presented using frames from videos of faces in random motion. It was shown that our method consistently outperformed existing methods, achieving on average the recognition rate of 97–100% on 6 databases of 35–90 people each.

The success of recognition based on kernelizing the RAD suggests that future research should concentrate on better understanding of face manifolds. Insight into the shape of these manifolds should help in the choice of more appropriate kernel functions. At last, the proposed method does not handle illumination changes. Our future work will concentrate on efficient illumination compensation on face manifolds.
<table>
<thead>
<tr>
<th>Database</th>
<th>Database 1</th>
<th>Database 2</th>
<th>Database 3</th>
<th>Database 4</th>
<th>Database 5</th>
<th>Database 6</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robust Kernel RAD</td>
<td>100</td>
<td>94</td>
<td>97</td>
<td>100</td>
<td>100</td>
<td>97</td>
<td>98</td>
</tr>
<tr>
<td>MSM</td>
<td>100</td>
<td>88</td>
<td>94</td>
<td>94</td>
<td>97</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>Kernel RAD</td>
<td>90</td>
<td>85</td>
<td>92</td>
<td>92</td>
<td>97</td>
<td>88</td>
<td>91</td>
</tr>
<tr>
<td>Kernel KLD</td>
<td>84</td>
<td>85</td>
<td>86</td>
<td>81</td>
<td>88</td>
<td>88</td>
<td>85</td>
</tr>
<tr>
<td>Majority vote, Eigenfaces</td>
<td>81</td>
<td>70</td>
<td>58</td>
<td>69</td>
<td>73</td>
<td>73</td>
<td>71</td>
</tr>
<tr>
<td>KLD</td>
<td>42</td>
<td>35</td>
<td>39</td>
<td>50</td>
<td>60</td>
<td>44</td>
<td>45</td>
</tr>
</tbody>
</table>

Figure 4: Results of the comparison of our novel algorithm with existing methods in the literature. Shown is the identification rate (%) for five databases of 35 people (1–5) and one of 90 (6). Robust Kernel RAD produced best results on all 6 databases.
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