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Abstract—Software projects have a high risk of cost and schedule overruns, which has been a source of concern for the software engineering community for a long time. One of the challenges in software project management is to make reliable prediction of delays in the context of constant and rapid changes inherent in software projects. This paper presents a novel approach to providing automated support for project managers and other decision makers in predicting whether a subset of software tasks (among the hundreds to thousands of ongoing tasks) in a software project have a risk of being delayed. Our approach makes use of not only features specific to individual software tasks (i.e. local data) – as done in previous work – but also their relationships (i.e. networked data). In addition, using collective classification, our approach can simultaneously predict the degree of delay for a group of related tasks. Our evaluation results show a significant improvement over traditional approaches which perform classification on each task independently: achieving 46%–97% precision (49% improved), 46%–97% recall (28% improved), 56%–75% F-measure (39% improved), and 78%–95% Area Under the ROC Curve (16% improved).

I. INTRODUCTION

Delays constitute a major problem in software projects [1]. Approximately one-third of IT projects went over the scheduled time, according to a recent study by Mckinsey and the University of Oxford in 2012 on 5,400 large scale IT projects [2]. In the Standish Group’s well-known CHAOS report [3], the proportion of delayed projects recorded were even higher – at 82%. These studies have also shown that ineffective risk management is one of the main reasons for the high rate of overrun software projects. An important aspect of risk management is the ability to predict, at any given stage in a project, which tasks (among hundreds to thousands tasks) are at risk of being delayed. Foreseeing such risks allows project managers to take prudent measures to assess and manage the risks, and consequently reduce the chance of their project being delayed.

Making a reliable prediction of delays is therefore an important capability for project managers, especially when facing with the inherent dynamic nature of software projects (e.g. constant changes to software requirements). Current practices in software risk management however rely mostly on high-level, generic guidance (e.g. Boehm’s “top 10 list of software risk items” [4] or SEI’s risk management framework [5]) or highly subjective expert judgements. Thus, there is a strong need for providing automated, contextual support for identifying risks of delay in software projects.

In order to address that need, a number of recent proposals have leveraged data mining and machine learning technologies to predict delays in resolving software issues (e.g. [6]) or to estimate the fix time of a software bug (e.g. [7–11]). In line with a large body of work in data mining for software engineering, these approaches employ traditional machine learning classification techniques to perform classification on each issue or bug independently using its attributes or features. Such approaches do not take into account the role of the underlying network of inter-relationships between the tasks of resolving those bugs or issues. This is a gap, given the preponderance of task dependencies in software projects – approximately 57% of 11,851 tasks in the five open source projects selected for our study were related to at least one other task. These task dependencies form the networked data that we will seek to leverage in this work.

Networked data are seen in many different forms in our daily life, such as hyperlinked Web pages, social networks, communication networks, biological networks and financial transaction networks. They are used in various applications such as classifying Web pages [12], scientific research papers [13, 14], protein interaction and gene expression data [15]. We demonstrate that a similar class of networked data (i.e. networked tasks) can also provide valuable information for predicting delays in software projects. For example, if a task blocks another task and the former is delayed, then the latter is also at risk of getting delayed. This example demonstrates a common delay propagation phenomenon in (software) projects, which has not been considered by previous approaches.

We propose a novel approach to leverage task dependencies for predicting delays in software projects. This paper makes two main contributions:

- **A technique for constructing a task network of software development tasks**
This technique enabled us to extract various relationships between tasks in software projects to build a task network. Task relationships can be explicit (those that are explicitly
specified in the task records) or implicit (those that need to be inferred from other task information). Explicit relations usually determine the order of tasks, while implicit relations reflect other aspects such as tasks assigned to the same developer, tasks affecting the same software component or similar tasks.

- **Predictive models to predict delays in software projects.**

  We developed accurate predictive models that can predict whether a software task is at risk of getting delayed. Our predictive models have three components: local classifier, relational classifier and collective inference. The local classifier uses 15 non-relational (i.e. local) features of a software task: discussion time, waiting time, task type, number of repetition tasks, percentage of delayed tasks that a developer involved with, developer’s workload, task priority, number of comments, changing of priority, number of fix version, number of affect version, changing of description, number of votes, number of watches and reporter reputation. The relational classifier makes use of the task relations in a task network to predict if a task gets delayed based on the delay information of its neighbors. Finally, collective inference allows us to make such a prediction simultaneously for multiple related tasks. The performance of our predictive models were evaluated on five different open source projects. We achieved 46%-97% precision, 46%-97% recall, 56%-75% F-measure, and 78%-95% Area Under the ROC Curve. The evaluation results compared to the traditional approaches using only local classifiers show a significant improvement: it improves 49% precision, 28% recall, 39% F-measure, and 16% Area Under the ROC Curve over the traditional approaches.

  The remainder of this paper is organized as follows. Section II describes a motivating example and Section III provides an overview of our approach. Section IV serves to describe how a task network is built for a software project. Section V presents our networked predictive models. Section VI reports the experimental evaluations of our approach. Threats to validity of our study are discussed in Section VII. Related work is discussed in Section VIII before we conclude and outline future work in Section IX.

### II. Motivating example

Typically, a (software) project requires a number of activities or tasks to be completed. Each task usually has an estimated due date. It is important for project managers to ensure as many tasks be completed in time (i.e. by their respective due date) as possible since this has implications to the overall progress of a project (e.g. releasing a major version on a specified date). However, in practice project will never execute exactly as it was planned due to uncertainty. For example, Figure 1 shows seven tasks (represented by their ID) extracted from the JBoss\(^1\) project, only two of which (i.e. tasks JBIDE-1469 and JBAS-14) were completed on time whilst there were three delayed tasks (i.e. JBAS-15, JBWS-52 and JBOP-1). One of the main challenges in project management is therefore predicting which tasks have a risk of being delayed, giving the current situation of a project, in order to come up with measures to reduce or mitigate such a risk. In this example, assume that we are trying to predict if tasks JBAS-13 and JBAS-7 will be delayed.

![Fig. 1: An example of task dependencies in the JBoss project](http://www.jboss.org)

Recent work [6] has proposed 16 risk factors contributing to the delay of a software task completion. Those factors reflect a range of attributes associated with a software task (which are referred to as local features) such as task type, task priority, the workload of developers assigned to the task, and so on. Based on these risk factors, predict models were built to predict if a task will be delayed. Like many tradition machine learning methods in software engineering, the work in [6] has treated tasks as being independent, which makes it possible to predict delay risks on a task-by-task basis. For example, using the 16 local features, the approach in [6] predicted that tasks JBAS-13 would not be delayed.

In most cases, the tasks in a project are however related to each other, and the delay status (e.g. major delayed, minor delayed or non-delayed) of one task may have an influence on that of its related task. For example, there are several “blocking” relationships between the seven JBoss tasks in Figure 1, e.g. task JBIDE-1469 blocks JBAS-15, indicating that the former needs to be finished before the completion of the latter. The task dependencies form the networked data which contain interconnected tasks. Networked data provides additional, valuable information which can be used to improve the predictive performance of techniques solely relying local features. For example, the local features are not sufficiently to provide accurate prediction for task JBAS-13 – it was predicted as non-delayed but it is in fact a delayed task. On the other hand, by examining its relationships with other tasks whose delay status are known – JBAS-13 were blocked by 3 delayed tasks and 1 non-delayed task (see Figure 1) – we may be able to infer the risk of task JBAS-13 being delayed.

This example motivates the use of networked data to make within-network estimation: tasks for which delay status (e.g. delayed or non-delayed) is known are linked to tasks for which the delay status must be predicted. Here, the data has an

---

\(^1\)http://www.jboss.org
important characteristics: tasks with known delay status are useful in two aspects. They serve not only as training data but also as background knowledge for the inference process. Hence, the traditional separation of data into training and test sets need to carefully take this important property into account. In addition, networked tasks support collective classification, i.e. the delay status of various related tasks can be predicted simultaneously. For example, the prediction of task JBAS-13 can be used to influence the estimation of task JBAS-7 as they are linked, thus we should do both predictions at the same time.

This example only demonstrates links that are explicitly specified in the tasks’ record. In practice, there are many instances where tasks are related implicitly, e.g. assigned to the same software engineers, affecting the same software component, or similar to each other. Our approach is able to extract different types of explicit and implicit task relationships, and uses them for delay prediction.

III. OVERVIEW OF OUR APPROACH

Our approach leverages classification techniques in machine learning to predict the riskiness of a task being delayed. A given task is classified into one of the classes in \( \{c_1, c_2, \ldots, c_k\} \) where each class \( c_i \) represents the risk impact in terms of the degree of delay, e.g. major delayed, minor delayed or non-delayed. Historical (i.e. completed) tasks are labeled, i.e. assigned to a class membership, based on examining the difference between their actual completion date and due date. For example, in our studies tasks completed by their due date are labeled as “non-delayed”, whilst tasks finished more than 60 days after their due date are labeled as “major delayed”.

The basic process of our approach is described in Figure 2. The process has two main phases: the learning phase and the execution phase. The learning phase involves using historical data from past tasks to train classifiers, which are then used for classify new tasks in the execution phase.

Our approach extracts data associated with software tasks to build a task network which is defined as below.

**Definition 1** (Task network). A task network is a directed graph \( G = (V, E) \) where:

- each vertex \( v \in V \) representing a software task in the form of \((\text{ID}, c, \text{attrs})\) where \( \text{ID} \) is a unique identifier of the task, \( c \) is the risk class, i.e. label (e.g. non-delayed, minor delayed or major delayed), which the task belongs to, and \( \text{attrs} \) is a set of the task’s attribute-value pairs \((\text{attr}_1, \text{val}_1), \ldots\) (i.e. local features).
- each edge \( e \in E \) representing a link between tasks \( u \) and \( v \) in the form of \((\langle u, v \rangle, \text{types}, \text{weights})\) where \( \text{types} \) is set of the link’s type and \( \text{weights} \) is set of link’s weight.

The set of tasks (or nodes) \( V \) in a task network is further divided into two disjoint groups: tasks with known class labels, \( V^K \), and tasks whose labels need to be estimated (unknown class), \( V_U \) which \( V_U = V \setminus V^K \). Labeled tasks are used for training, and also serve as background knowledge for inferring the label of tasks in \( V_U \).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Short description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discussion time</td>
<td>The period that a team spends on finding solutions to solve a task</td>
</tr>
<tr>
<td>Waiting time</td>
<td>The time when a task is waiting for being acted upon</td>
</tr>
<tr>
<td>Type</td>
<td>Task type</td>
</tr>
<tr>
<td>Task repetition</td>
<td>The number of times that an task is reopened</td>
</tr>
<tr>
<td>Priority</td>
<td>Task priority</td>
</tr>
<tr>
<td>Changing of priority</td>
<td>The number of times a task’s priority was changed</td>
</tr>
<tr>
<td>No. comments</td>
<td>The number of comments from developers during the discussion time</td>
</tr>
<tr>
<td>No. fix versions</td>
<td>The number of versions for which a task was or will be fixed</td>
</tr>
<tr>
<td>No. affect versions</td>
<td>The number of versions for which a task has been found</td>
</tr>
<tr>
<td>Changing of description</td>
<td>The number of times in which the task description was changed</td>
</tr>
<tr>
<td>Reporter reputation</td>
<td>The measurement of the reporter reputation</td>
</tr>
<tr>
<td>Developer’s workload</td>
<td>The number of opened tasks that have been assigned to a developer at a time</td>
</tr>
<tr>
<td>Per. of delayed tasks</td>
<td>The percentage of delayed tasks in all of the tasks which have been assigned to a developer</td>
</tr>
<tr>
<td>Number of votes</td>
<td>The number of developers who voted a task</td>
</tr>
<tr>
<td>Number of watches</td>
<td>The number of developers who watch a task</td>
</tr>
</tbody>
</table>

A set of attributes (\( \text{attrs} \)) for a task are also extracted (see Table I). These features represents the local information of each individual task in the network. The local features are used to build a local classifier which treats tasks independently from each other. Traditional state-of-the-art classifiers (e.g. Random Forest [16], Multiclass Support Vector Machines [17], or Multiclass Logistic Regression [18]) can be employed for this purpose.

The second important component in our approach is the relational classifier. Unlike the local classifier, the relational classifier makes use of the relations between tasks in the network (represented by edges) to estimate a task’s label using the labels of its neighbors. Relational classifier models exploit a phenomenon that is widely seen in relational data: the label of a node is influenced by the labels of its related nodes. Relational classifier models may also use local attributes of the tasks. Links between tasks in the network are established by extracting both explicit and implicit relations. Explicit relations refer to the task dependencies explicitly set by the developers (e.g. the block dependency). On the other hand, implicit relations can be inferred from the resources assigned to the tasks (e.g. assigned to the same developer) or the nature of the tasks. We will discuss these types of task relations in details in the next section. Each type of relationship can be assigned to a weight which quantitatively reflects the strength of the relationship.

Another novel aspect of our approach is the collective inference component which simultaneously classifies a set of related tasks. Details of these approaches will be provided in Section V.
IV. TASK NETWORK CONSTRUCTION

An important part of our approach is building a task network for past and current tasks. In most of modern task tracking systems (e.g., JIRA), some dependencies between tasks are explicit recorded (i.e., in a special field) in the task reports and can be easily extracted from there. We refer to these dependencies as explicit relationships. There are however other types of task dependency that are not explicitly recorded (e.g., tasks assigned to the same developer), and we need to infer them from extracting other information of the tasks. These are referred to as implicit relationships. We now discuss these types of relationships in details.

1) Explicit relationships: There are a number of dependencies among tasks which are explicitly specified in the task records. These typically determine the order in which tasks need to be performed. There are generally four different types of relationships of the preceding tasks to the succeeding tasks: finish to start (predecessor must finish before successor can start), start to start (predecessor must start before successor can start), finish to finish (predecessor must finish before successor can finish), and start to finish (predecessor must start before successor can finish). For example, blocking is a common type of relationships that is explicitly recorded in issue/bug tracking systems. Blocking tasks are software tasks that prevent other tasks from being resolved, which could fall into the finish to start or finish to finish category.

Figure 3 shows some explicit relationships between tasks in the JBoss project, which uses the JIRA task tracking system. For example, JBIDE-788 blocks JBIDE-1469, which is represented by a directed edge connecting the two nodes. In addition to blocking, JIRA also provides three other default types of task links: relates to, clones and duplicates. Figure 3 shows some examples of the “relates to” relationship, e.g., task JBIDE-788 relates to JBIDE-1547.

2) Implicit relationships: While explicit relationships are specified directly in the task reports, implicit relationship need to be inferred from other task information. There are different task information that can be extracted to identify a (implicit) relationship between tasks. We classified them into three groups as described below.

- **Resource-based relationship:** this type of relationships exists between tasks that share the same (human) resource. The resource here could be the developers assigned to perform the tasks or the same person who created and reported the tasks. For example, from Figure 4, JBIDE-788 has a relationship with JBIDE-1694 since both of them are assigned to the same developer. Task JBIDE-788 is also related to JBIDE-1694 since they were reported by the same person.
- **Attribute-based relationship:** tasks can be related if some of their attributes share the same values. For example,
there is a relationship between tasks performed on the same component. For tasks recorded in JIRA, we extract this type of relationship by examining three attributes: affect version, fix version and component. For example, JBIDE-788 and JBIDE-799 affects the same version while JBIDE-1694 and JBIDE-1717 affects the same component as shown in Figure 4.

- **Content-based relationship:** tasks can be similar in terms of how they are conducted and/or what they affect. The similarity may form an implicit relationship between tasks which can be established by extracting the description of the tasks. Different extraction techniques can be applied here, ranging from traditional information retrieval techniques to recent NLP techniques like topic modeling. We use Latent Dirichlet Allocation [19] to build a topic model representing the content of a software task. We then establish relationships between the tasks that related tasks share a significant number of common topics. Figure 4 shows some example of content-based relationships in JBoss, e.g. task JBIDE-788 has the same topic with JBDS-655. The common topics shared between these two tasks are “code, access control exception, and document types”.

A task network is built by extracting both explicit and implicit links among the tasks. We employ a number of measures to describe different properties of a task network: the number of nodes, the number of edges, and the average node degree (i.e. the number of connections a node has to other nodes). In addition, assortativity coefficient is used to measure the correlation between two nodes: the preference of network nodes to connect to other nodes that have similar or different degree. Positive values of assortativity coefficient indicate a correlation between nodes of similar degree (e.g. highly connected nodes tends to be connected with other high degree nodes), while negative values indicate relationships between nodes of different degree (e.g. high degree nodes tend to connect to low degree nodes). As can be seen from Table II, the inclusion of implicit relationships significantly increases the density of the network tasks across all the five projects that we studied. By contrast, the assortativity coefficient remains nearly the same with or without implicit relationships.

A weight is also applied to each edge type in a task network. This allows us to better quantify the strength of a relationship between tasks. By default, each edge is equally assigned the weight of 1. However, different weights can also be applied to different types of relationships. More complex approaches can also be applied here. For example, the weights could be decreased over time to reflect the fading of the relationships, e.g. the tasks have been assigned to the same developer for long time ago.

### V. Predictive Models

Our predictive models are built upon three components: local classifier (as done in previous work), relational classifier, and collective inference. Local classifiers treat tasks as being independent, making it possible to estimate class membership on a task-by-task basis. Relational classifiers posit that the class membership of one task may have an influence on the class membership of a related task in the network. Collective inference infers the class membership of all tasks simultaneously [20]. In the following we discuss the details of each component.

#### A. Local (non-relational) classifier

There are several available state-of-the-art algorithms and techniques that we could employ to develop local classifiers. We employ the state-of-the-art classifier which is Random Forest (RF) [16] – the best performing technique in our experiments.

#### B. Relational classifier

Relational classifiers make use of information about related tasks to estimate the label probability. For simplicity, we use only direct relations for class probability estimation:

\[
P(c \mid G) = P(c \mid N_i)
\]

where \(N_i\) is a set of the immediate neighbors of task \(v_i\) (i.e. those that are directly related to \(v_i\)) in the task network \(G\), such that \(P(c \mid N_i)\) is independent of \(G \setminus N_i\).

This is based on a theoretical property known as the Markov assumption which states that given the neighborhood (also known as the Markov blanket), it is sufficient to infer about the current label without knowing the other labels in the network [21].

For developing a relational classifier, we employ two highly effective methods. One is Weighted-Vote Relational Neighbor (wvRN) [22] which is one of the best relational classification algorithms reported in [20]. The other is Stacked Graphical Learning [23], where classifiers are built in a stage-wise manner, making use of relational information in the previous stage.
1) Weighted-Vote Relational Neighbor: Weighted-Vote Relational Neighbor (wvRN) estimates class membership probabilities based on two assumption [24]. First, the label of a node depends only on its immediate neighbors. Second, wvRN relies on the principle of homophily which assumes that neighboring class labels were likely to be the same [25]. Thus, wvRN estimates \( P(c | v_i) \) as the (weighted) mean of the class membership of the tasks in the neighborhood \( (N_i) \):

\[
P(c | v_i) = \frac{1}{Z} \sum_{v_j \in N_i} w(v_i, v_j) P(c | N_j)
\]

where \( Z = \sum_{v_j \in N_i} w(v_i, v_j) \) and \( w(v_i, v_j) \) is the weight of the link between task \( v_i \) and task \( v_j \). Our experiments applied the same weight of 1 to all relationship types, i.e. \( w(v_i, v_j) = 1 \). The optimized weights could be determined using the properties of a network topology such as assortativity coefficient [20, 26, 27]). We denote the prior class probability distributions from a relational classification as \( M_R \).

2) Stacked Graphical Learning: One inherent difficulty of the weighted-voting method is the computation of the neighbor weights. Since there are multiple relations, estimating the weights are non-trivial. Stacked learning offers an alternative way to incorporate relational information.

The idea of stacking is to learn joint models by multiple steps, taking into relational information of the previous step to improve the current step. At each step, relational information together with local features are fed into a standard classifier (e.g., Random Forests). We consider relations separately and the contribution of each relation is learnt by the classifier through the relational features. The classifier is then trained. Its prediction on all data points (vertices in the network) will be then used as features of the next stage. We adapt the idea from [23]. Our contribution is in the novel use of Random Forests as a strong local classifier rather than linear classifiers as used in [23]. The stacked learning algorithm is described in Algorithm 1. It returns \( T \) classifiers for \( T \) steps. At the first step, the local classifier is used. At subsequent steps, relational classifiers are trained on both local features and relation-specific averaged neighbor probabilities.

C. Collective inference

Collective inference is the process of inferring class probabilities simultaneously for all unknown labels in the network conditioned on the seen labels. We employ two methods: Relaxation Labeling (RL) [28] and Stacked Inference (SI). RL is applicable to any non-stagewise relational classifiers (e.g. wvRN described in Section V-B1). It has been found to achieve good performance in [20]. SI, on the other hand, is specific to stacked classifiers (e.g., see Section V-B2).

1) Relaxation Labeling: Relaxation Labeling (RL) has been shown to achieve good results in [20]. RL initializes the class probabilities using the local classifier model. RL then iteratively corrects this initial assignment if the neighboring tasks have labels that are unlikely according to the prior class distribution estimated by \( M_R \) (see Section V-B1). Algorithm 2 describes the Relaxation Labeling technique.

2) Stacked Inference: Following the stacked learning algorithm in Section V-B2, stacked inference is described in Algorithm 3. It involved \( T \) classifiers returned by the stack learning algorithm. At the first step, the local classifier is used to compute the class probabilities. At \( T - 1 \) subsequent steps, relational classifiers receives both the local features and relation-specific weighted neighbor probabilities and outputs class probabilities. The final class probabilities are the outcome of the inference process.

VI. Evaluation

Tasks were collected from the JIRA task tracking system in five well-known open source projects: Apache, Duraspace, JBoss, Moodle, and Spring (see Table II), and divided into a training set and a test set. We try to mimic a real project management scenario that prediction on a current task is made using knowledge from the past tasks, the collected tasks in training set are those that were opened before the tasks in test set. The collected datasets are shown in Table II. We have made our datasets publicly available at: http://www.uow.edu.au/~mc650/. Since the number of delayed tasks in our datasets is small, we chose to use two classes of delay: major delayed and minor delayed (and the non-delayed class).

Table III shows the number of tasks in training set and test set for each project. Since (major/minor) delayed tasks are rare and imbalanced, we had to be careful in creating the training and test sets. Specifically, we placed 60\% of the delayed tasks into the training set and the remaining 40\% into the test set. In addition, we tried to maintain a similar ratio between delayed and non-delayed tasks in both test set and training set, i.e. stratified sampling.

<table>
<thead>
<tr>
<th>Project</th>
<th>Training set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Major</td>
<td>Minor</td>
</tr>
<tr>
<td>Apache</td>
<td>10</td>
<td>52</td>
</tr>
<tr>
<td>Duraspace</td>
<td>23</td>
<td>71</td>
</tr>
<tr>
<td>JBoss</td>
<td>666</td>
<td>679</td>
</tr>
<tr>
<td>Moodle</td>
<td>42</td>
<td>52</td>
</tr>
<tr>
<td>Spring</td>
<td>13</td>
<td>34</td>
</tr>
</tbody>
</table>

A. Performance Measure

Reporting the average of precision/recall across classes is likely to overestimate the true performance, since our risk classes are ordinal and imbalanced and no-delays are the default and they are not of interest to the prediction of delayed tasks. Hence, our evaluation is focus on the predicting of risk classes as described below.

A confusion matrix is used to evaluate the performance of our predictive models. As a confusion matrix does not deal with a multi-class probabilistic classification, we reduce the classified tasks into two binary classes: delayed and non-delayed using the following rule:
Algorithm 1 The stacked learning algorithm (adapted from [23])

1: Train of the 1-st local classifiers on training nodes, ignoring relations
2: for step $t=2,3,...,T$ do
3: Compute the class probabilities for all data points using the $(t-1)$th classifier
4: for each node $i$ do
5: for each relation $r$ that this node has with its neighbor do
6: if relation weight exist then
7: Average all probabilities of its neighbors $j$ who have the relation $r$ with relation weight
8: else
9: Set relation weight to 1
10: Average all probabilities of its neighbors $j$ who have the relation $r$
11: end if
12: Prepare $k-1$ features using these averaged probabilities ($k$ probabilities sum to 1)
13: end for
14: Concatenate all relational features together with the original features
15: end for
16: Train the $t$-th local classifier on training nodes and new feature sets.
17: end for
18: Output $T$ classifiers (one local, $T-1$ relational)

Algorithm 2 The Relaxation Labeling algorithm (adapted from [24])

1: Use the 1-st classifier to predict the class probabilities using only local features
2: for step $t=2,3,...,T$ do
3: Estimate the prior class probabilities using the relational classifier, $M_R$, on the current state of network
4: Reassign the class of each $v_i \in V^U$ according to the current class probabilities estimation
5: end for
6: Output the class probabilities of vertices with unknown labels.

Algorithm 3 The stacked inference algorithm

1: Use the 1-st classifier to predict the class probabilities using only local features
2: for step $t=2,3,...,T$ do
3: Prepare relational features using the neighbor probabilities computed from the previous step
4: Use the $t$-th classifiers to predict the class probabilities using local features and relational features.
5: end for
6: Output the class probabilities of vertices with unknown labels.

\[ C_i = \begin{cases} 
\text{delayed,} & \text{if } P(i, Maj) + P(i, Min) > P(i, Non) \\
\text{non-delayed,} & \text{otherwise} 
\end{cases} \]

where $C_i$ is the binary classification of task $i$, and $P(i, Maj)$, $P(i, Min)$, and $P(i, Non)$ are the probabilities of task $i$ classified in the major delayed, minor delayed, and non-delayed classes respectively. Basically, this rule determines that a task is considered as delayed if the sum probability of it being classified into the major and minor delayed classes is greater than the probability of it being classified into the non-delayed class.

The confusion matrix is then used to store the correct and incorrect decisions made by a classifier. For example, if a task is classified as delayed when it truly caused a delay, the classification is a true positive (tp). If the task is classified as delayed when actually it did not cause a delay, then the classification is a false positive (fp). If the task is classified as non-delayed when it in fact caused a delay, then the classification is a false negative (fn). Finally, if the task is classified as non-delayed and it in fact did not cause a delay, then the classification is true negative (tn). The values stored in the confusion matrix are used to compute the widely-used Precision, Recall, and F-measure for the delayed tasks to evaluate the performance of the predictive models:

- **Precision**: The ratio of correctly predicted delayed task over all the tasks predicted as delayed task. It is calculated as:

\[ pr = \frac{tp}{tp + fp} \]

- **Recall**: The ratio of correctly predicted delayed task over all of the actually task delay. It is calculated as:

\[ re = \frac{tp}{tp + fn} \]
F-measure: Measures the weighted harmonic mean of the precision and recall. It is calculated as:

\[ F - \text{measure} = \frac{2 \times pr \times re}{pr + re} \]

- Area Under the ROC Curve (AUC) is used to evaluate the degree of discrimination achieved by the model. The value of AUC is ranged from 0 to 1 and random prediction has AUC of 0.5. The advantage of AUC is that it is insensitive to decision threshold like precision and recall. The higher AUC indicates a better prediction.

B. Results

Comparison of different classification approaches: We compare three different settings: local classifier using Random Forests (traditional classification), Weighted-Vote Relational Neighbor (wvRN) with Relaxation Labeling (RL), and stacking method (with stacked inference). Figure 5 shows the precision, recall, F-measure, and AUC achieved by three different classification approaches. The stacking method uses Random Forests as the base classifier. The evaluation results indicate that the predictive performance achieved by stacked learning is better and more consistent than traditional classification and relational classification using wvRN+RL. As can be seen in Figure 5(a.), stacked learning achieved the best precision of 0.65 (averaging across five projects), while the traditional classification achieved only 0.39 precision (averaging across five projects). It should however be noted that wvRN+RL achieved the highest precision of 0.97 for Duraspase. In addition, the precision achieved by stacked learning is more consistent and steady in all projects. By contrast, the performance of wvRN+RL are varied between projects. Relational classification with wvRN+RL is based on the principle of homophily, which may not always hold in some projects. This is reflected by its low performance in some cases (i.e. only 0.45 precision for Apache). On the other hand, stacked learning provides a more generalized approach to learn the relationships within networked data – it achieved above 0.5 precision across the five projects.

Stacked learning also outperforms the other classification approaches in terms of recall and F-measure: it achieved the highest recall of 0.83 and the highest F-measure of 0.71 (averaging across five projects) as can be seen in in Figure 5(b.) and 5(c.). The highest recall of 0.97 was also achieved by stack learning for the Spring project.

The degree of discrimination achieved by our predictive models is also high, as reflected in the AUC results. The AUC quantifies the overall ability of the discrimination between the delayed and non-delayed classes. As can be seen in Figure 5(d.), the average of AUC across all classifiers and across all projects is 0.83. All classifiers achieved more than 0.65 AUC while stacked learning is the best performer with 0.88 AUC (averaging across five projects) and 0.95 for Duraspase.

Overall, the evaluation results demonstrate the effectiveness of our predictive models, achieving on average 46%–97% precision, 46%–97% recall, 56%–76% F-measure, and 78%–95% Area Under the ROC Curve. Our evaluation results also show a significant improvement over traditional approaches (local classifiers): 49% improvement in precision, 28% in recall, 39% in F-measure, and 16% in Area Under the ROC Curve.

The usefulness of collective inference: The second aspect of our evaluation focuses on evaluating the predictive performance achieved by using collective inference. To do so, we have setup two experiments: one using wvRN and the other using both wvRN and RL. Figure 6 shows the comparison of the precision, recall, F-measure, and AUC achieved by the relational classification with collective inference (wvRN+RL) and without collective inference (only wvRN). Overall, the predictive performance achieved by relational classification with collective inference is better than that without collective inference in all measures. As can be seen in Figure 6, the relational classification with collective inference achieves the highest precision of 0.61, recall of 0.70, F-measure of 0.62,
and 0.82 AUC (averaging across five projects). Although, the predictive performance of Relaxation Labeling is lower than stacked learning as we discussed earlier, the evaluation results still support that collective inference significantly improve the performance of relational classifiers. However, collective inference applied on top of the wvRN still follows a strong assumption of homophily theory and as a result, it causes an inconsistent predictive performance among different projects.

The influence of explicit and implicit relationships: We have also performed a number of experiments to evaluate the predictive performance achieved by different sets of relationships. We have tested with five different combinations: networks with explicit relationships, networks with explicit and resource-based relationships, networks with explicit and attribute-based relationships, networks explicit and content-based relationships, and networks with all explicit and implicit relationships. As can be seen from Figure 7, the highest predictive performance is achieved by using both explicit and implicit relationships: it achieved the highest precision of 0.62 and the highest recall of 0.70 (averaging across five projects). By contrast, the networks using only explicit relationships achieved the lowest precision, i.e. 0.31, while the networks using explicit and content-based relationships produced the lowest recall. In general, using both explicit relationships and implicit relationships (resource-based, attribute-based, and content-based) significantly increases the predictive performance: 66.23 % increased in precision and 21.62 % increased in recall (compare to using only explicit relationships).

The effect of the size of training data: We have also performed a number of experiments to assess the proportion of past tasks (i.e. labeled tasks) is needed to achieve a good predictive performance. Specifically, in these experiments, given a data set, $G = (V, E)$, $V^K$ (i.e. labeled tasks) is created by selecting samples of 20% – 100% of the training set (see Table III). The test set, $V^U$, is then defined as $V \setminus V^K$. Figure 8 shows the predictive performance from samples of 20% to 100% of $V$ in terms of F-measure. The results clearly
demonstrate that F-measure (averaging across five projects) increases as more labeled data is used for training.

VII. THREATS TO VALIDITY

One relational setting involves the use of wvRN, which assumes the homophily property among tasks, that is, related tasks should have similar delay risk. This is a strong assumption and may not hold in reality, and this has been revealed in our experiments. We have addressed this threat by proposing stacked learning approach which does not rely on the the homophily assumption but rather estimates the contribution of separate relationships.

We have attempted to identify all possible relationships among typical software tasks. However, we acknowledge that the implicit relationships we have inferred are by no means comprehensive to represent all task dependencies. Another threat to our study is that our data set has the class imbalance problem (over 90% of the total data are non-delayed tasks), which may affect a classifier’s ability to learn to identify delayed tasks. We have used stratified sampling to mitigate this problem. In addition, patterns that hold in the train data may not reflect the situation in the test, e.g. the team and management having changed their approach or managed the risks they perceived. To address this threat, instead of splitting the data randomly (as done in traditional settings), we deliberately chose the time to split training and test sets to mimic a real deployment.

We have considered 11,851 task reports from the five projects which differ significantly in size, complexity, development process, and the size of community. Although these are real data, we however cannot claim that our data set would be representative of all kinds of software projects, especially in commercial settings. Although open source projects and commercial projects share similarities in many aspects, they are also different in the nature of contributors, developers and projects stakeholders. For example, open source contributors are free to join and leave the communities (i.e. high turn over rate), while developers in the commercial setting tend to be stable and fully commit to deliver the projects progress. Hence, further study is need to understand how our predict models perform for commercial projects.

VIII. RELATED WORK

An automated risk prediction mainly supports software risk management which is under the umbrella of project management and crucial to the project success rate. Risk management consists of two main activities: risk assessment and risk control. Our current work focuses on risk assessment, which is a process of identifying risks, analyzing and evaluating their potential effects in order to prioritize them [4, 29]. Risk control aims to develop, engage, and monitor risk mitigation plans [30].

There are a number of works on applying statistical and machine learning techniques to use in different aspects of risk management. For example, Letier et al. [31] used a statistical decision analysis approach to provide a statistical support on complex requirements and architecture. The work in [32] analyzed the correlation and causality of risk factors using Bayesian network.

Our work also related to the works on predicting and mining bug reports, for example, mining bug reports for fix-time prediction (e.g. [7–11]), blocking bug prediction (e.g. [33]), re-opened bug prediction (e.g. [34, 35]), severity/priority prediction (e.g. [36, 37]), delays in the integration of a resolved issue to a release (e.g. [38]), bug triaging (e.g. [39–42]), and duplicate bug detection ([43–48]). Another groups of the works on predicting is mining source code to predict software defects, for example, mining change history (e.g. [49]), and personalized defect prediction (e.g. [50])

Anothe thread of related work resides in the use of networked data such as predicting software quality using social network analysis (e.g. [51–54]), predicting software evolution in terms of estimating bug severity, efforts, and defect-prone releases using Graph-based analysis (e.g. [55]), and predicting software defects using network analysis on dependency graphs (e.g. [56]). Those approaches mostly work at the level of source code and have not addressed delay prediction at the task level as in our work.

IX. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed a novel approach to predict whether a number of existing tasks in a software project are at risk of being delayed. Our approach exploits not only features specific to individual tasks but also the relationships between the tasks (i.e. networked data). We have developed several prediction models using local classifiers, relational classifiers and collective inference. The evaluation results demonstrate a strong predictive performance of our networked classification techniques compared to traditional approaches: achieving 49% improvement in precision, 28% improvement in recall, 39% improvement in F-measure, and 16% improvement in Area Under the ROC Curve. In particular, the stacked graphical learning approach consistently outperformed the other techniques across the five projects we studied.

The results from our experiments indicate that the relationships between tasks have an impact on the predictive performance. Hence, as part of future work, we will investigate which types of task relationships should be selected to give optimal results and how this can be done automatically for software projects. A related future investigation would involve applying different weights to different task relationships and assessing their impact to the results. We also plan to investigate if there are any other kinds of implicit relationships which can be inferred from the task information and the general context of a software project. Our future work would involve expanding our study to commercial software projects and other large open source projects to further assess our predictive models. Finally, delay prediction which has been addressed in this paper is just only the first part of the solution. The next task is making actionable recommendations such as which tasks having a risk of being delayed should be dealt with first, and which measures could be used to mitigate the risks.
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