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Abstract: Color models are widely used in image recognition because they represent significant information. On the other hand, texture analysis techniques have been extensively used for facial feature extraction. In this paper, we extract discriminative features related to facial attributes by utilizing different color models and texture analysis techniques. Specifically, we propose novel methods for texture analysis to improve classification performance of race and gender. The proposed methods for texture analysis are based on Local Binary Pattern and its derivatives. These texture analysis methods are evaluated for six color models (hue, saturation and intensity value (HSV); L*a*b*; RGB; YCbCr; YIQ; YUV) to investigate the effect of each color model. Further, we configure two combinations of color channels to represent color information suitable for gender and race classification of face images. We perform experiments on publicly available face databases. Experimental results show that the proposed approaches are effective for the classification of gender and race.
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1. Introduction

Face images contain information which is useful for face classification [1]. Face may be classified on the basis of race, gender, age, or expression. Face classification has attracted the attention of many researchers due to a wide range of applications such as security, surveillance, identity verification and video indexing [2–5]. The human face image is rich with demographic information that can be utilized to classify face images accordingly.

In this work, gender and race attributes are used for face classification. Demographic prediction of gender and race has been previously studied. Han and Jain [6] and Han et al. [1] classified face images according to demographic information using biologically inspired features (BIF). BIF uses Gabor filters to extract the representative facial features. Farinella and Dugelay [7] classified face images according to race and gender using three techniques, namely, Pixel-Based (PB), Local Binary Patterns (LBP) and Histogram of Oriented Gradients (HOG). Demarkus et al. [8] presented their work for race and gender classification in video sequence images using two techniques, namely, Pixel-Based (PB) and Biologically Inspired Model (BIM). Wang et al. [9] utilized Local Circular Pattern (LCP), which is based on Local Binary Pattern (LBP) for gender classification.

On the other hand, color models have been used in face recognition. Anbarjafari [10] applied the HSV (hue, saturation and intensity) and YCbCr (Y is luminance, and Cb, Cr are chrominance) color models to local binary pattern for face recognition. He found that HSV gave better results than YCbCr. Shih and Liu [11] performed a comparison of 12 color models for face recognition. Their experiments have shown that Y and U in the YUV (Y is luminance, and U, V are chrominance) color model, and Y and I in YIQ (Y is luminance, and I, Q are chrominance) color model can improve the face recognition performance. Liu and Liu [12] proposed Discrete Cosine Feature (DCF) for face recognition. In DCF, representative facial features are obtained by applying Discrete Cosine Transform (DCT) on the YIQ color model. Experimental results showed that the DCF enhances the face recognition performance.
Choi, Ro and Plataniotis [13] proposed two new feature extraction methods for face recognition, namely, color local Gabor wavelets and color local binary pattern. These two methods are applied to two color models, namely, RCrQ (R is luminance, and Cr, Q are chrominance) [12] and normalized ZRG (R is luminance, and Z, G are chrominance) [13]. Experimental results showed that these approaches are competitive for face classification. Kim and Ro [14] presented face recognition method utilizing multiple color spaces and deep learning. Their results have shown an improvement in face recognition accuracy. A comparison of different color models has shown that best results are obtained by L*a*b* followed by YCbCr and RIQ color models. In general, from the aforementioned studies, it is observed that color images can significantly improve face recognition. This has motivated us to investigate face classification based on gender and race attributes using different color models and different texture analysis techniques.

In this paper, we propose novel texture analysis approaches for face classification and test these approaches for different color models. Our proposed approaches are evaluated for gender and race classification of face images. This paper is organized as follows: in Section 2, we explain existing techniques for texture analysis. Commonly used color models are explained in Section 3. Details of our proposed approaches for texture analysis are given in Section 4. Section 5 gives details of our experimental setup. Experimental results are presented in Section 6. Discussion of results is given in Section 7. Finally, we conclude the paper in Section 8.

2. Texture Analysis

Local Binary Pattern (LBP) [15] is a reliable technique for texture analysis and it is widely used in face classification. In this section, we describe Local Binary Pattern (LBP) [15] and its variants, namely, Compound Local Binary Pattern (CLBP) [13] and Non-Redundant Local Binary Pattern (NRLBP) [16] which are effective approaches for texture analysis.

2.1. Local Binary Pattern (LBP)

Local Binary Pattern (LBP) was originally proposed by Ojala et al. [15]. LBP is widely used to describe texture. The LBP operator uses the 3 × 3 neighborhood of each pixel in the image, thresholding the intensity value of the neighbors with the intensity value of the center pixel to produce a binary series. The neighbors are defined in a circle starting from the top pixel and moving clockwise. Hence, if the intensity value of the neighbor pixel is greater than or equal to the intensity value of the center pixel, it is assigned 1, otherwise it is assigned 0. The binary string generated for each pixel is then converted to a decimal value. A decimal value is used to represent each image pixel. The histogram of the decimal values is used to describe texture. The decimal value of the LBP code of a pixel \( c \) at position \( (x_c, y_c) \) is mathematically described as follows [10].

\[
\text{LBP}_{P,R}(x_c,y_c) = \sum_{n=1}^{P} s(I_n - I_c)2^{P-n}
\]

\[
s(y) = \begin{cases} 
1, & \text{if } y \geq 0 \\
0, & \text{otherwise}
\end{cases}
\]

where, \( P \) is the number of pixels in the neighborhood, \( R \) is the radius around the center pixel, \( I_c \) is the intensity of the pixel \( c \), and \( I_n \) is the intensity of the neighboring pixels.

Subsequently, two extensions were developed for the basic LBP operator [17]. In the first extension, the LBP operator is developed to have different sizes of neighborhoods. In the second extension, the uniform LBP is defined; in this context, LBP is defined as uniform if there are no more than two bitwise transitions from 1 to 0, or vice-versa, when the binary string is considered as a circular string [17]. Accordingly, uniform LBP operator with \( P \) neighbors and \( R \) radius is referred to as \( \text{LBP}^{u}_{P,R} \). For example, 00011000 and 1110011 are considered uniform patterns. The number of uniform patterns...
in LBP operator covering eight neighbors (which is referred to as LBP\textsuperscript{82}) is 59, while for 16 neighbors it is 243 [17].

2.2. Compound Local Binary Pattern (CLBP)

Compound Local Binary Pattern (CLBP) [18] is one of LBP derivatives. The CLBP operator is generated by considering the sign and magnitude components of the center pixel surrounded by 3 \times 3 neighbors. The sign and magnitude components are derived from the Most Significant Bit (MSB) and the Least Significant Bit (LSB), as shown in Equations (3) and (4), respectively [18].

\[
C_{BLP_{\text{sign}}} = \begin{cases} 
1, & \text{if } l_n - l_c > 0 \\
0, & \text{otherwise} 
\end{cases} 
\]

(3)

\[
C_{BLP_{\text{mag}}} = \begin{cases} 
1, & \text{if } l_n - l_c > M_{\text{avg}} \\
0, & \text{otherwise} 
\end{cases} 
\]

(4)

\[
M_{\text{avg}} = \left( |\text{mag}_1| + |\text{mag}_2| + \ldots + |\text{mag}_8| \right) / 8
\]

(5)

where, \( l_n \) and \( l_c \) are pixel intensities for neighboring pixels and the center pixel. \( \text{mag}_1 \) to \( \text{mag}_8 \) refer to the magnitude values of the difference between \( l_n \) and \( l_c \).

2.3. Non-Redundant Local Binary Pattern (NRLBP)

Nguyen et al. [16] proposed a new texture analysis technique, namely, Non-Redundant Local Binary Pattern (NRLBP). The new derivative of LBP operator, which is NRLBP, is defined as follows.

\[
\text{NRLBP}_{p,R}(x_c, y_c) = \min\{ \text{LBP}_{p,R}(x_c, y_c), 2^p - 1 - \text{LBP}_{p,R}(x_c, y_c) \}
\]

(6)

NRLBP considers both LBP code and its complement. If the LBP code is (11001001), equal to 202 in decimal, then the complement is (00110110), which is 54 in decimal. The NRLBP operator will return the lower of the two values. Nguyen et al. [16] found that NRLBP has more discriminative power than the original LBP for object detection.

3. Color Models

In this section, we briefly describe the color models considered in this paper. The RGB color model is used to store color images, and can be converted to other color models. The RGB model is sensitive to luminance and other ambient conditions [11].

HSV (hue, saturation and intensity value) model is used in [10,11] for face recognition; in [10], it is found that HSV gave better results than YCbCr. Hue (H) and saturation (S) represent chrominance, whereas value (V) represents luminance. The HSV color model is defined as below [11].

\[
mx = \max(R,G,B); \quad mn = \min(R,G,B); \quad df = mx - mn
\]

(7)

\[
H = \begin{cases} 
60 \left( \frac{G-R}{df} \right), & \text{if } mx = R \\
60 \left( \frac{B-R}{df} + 2 \right), & \text{if } mx = G \\
60 \left( \frac{R-G}{df} + 4 \right), & \text{if } mx = B \\
\text{not defined}, & \text{if } mx = 0 
\end{cases}
\]

(8)

H is in the range of [0, 360]. So, H = H + 360 if H < 0.

\[
S = \begin{cases} 
\frac{df}{mx}, & \text{if } mx \neq 0 \\
0, & \text{if } mx = 0 
\end{cases}
\]

(9)
\[ V = mx \] (10)

YUV and YIQ have shown good results in face recognition in [11,12]. The YIQ color model is used by the NTSC (National Television System Committee) video standard, whereas the YUV color model is adopted by PAL (Phase Alternation by Line) and SECAM (System Electronique Couleur Avec Memoire). YUV and YIQ are defined as below [19].

\[
\begin{bmatrix}
Y \\
U \\
V
\end{bmatrix} =
\begin{bmatrix}
0.2990 & 0.5870 & 0.1140 \\
-0.1471 & -0.2888 & 0.4359 \\
0.6148 & -0.5148 & -0.1000
\end{bmatrix}
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\] (11)

\[
\begin{bmatrix}
Y \\
I \\
Q
\end{bmatrix} =
\begin{bmatrix}
0.2990 & 0.5870 & 0.1140 \\
0.5957 & -0.2745 & -0.3213 \\
0.2115 & -0.5226 & 0.3111
\end{bmatrix}
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\] (12)

The YCbCr model is a scaled and offset version of the YUV color model. YCbCr is used in [10,11,14] for face recognition. In [10], YCbCr is found to be effective; in [8], it is compared with 12 color models and found to be competitive; in [14], YCbCr gave favorable results. YCbCr was developed from RGB for digital video standards and television transmissions. YCbCr is obtained by dividing the RGB color channels into a luminance channel (Y) and two chrominance channels, namely, blue (Cb) and red (Cr). YCbCr is defined as below [11].

\[
\begin{bmatrix}
Y \\
Cb \\
Cr
\end{bmatrix} =
\begin{bmatrix}
16 \\
128 \\
128
\end{bmatrix}
\begin{bmatrix}
65.4810 & 128.5530 & 24.9660 \\
-37.7745 & -74.1592 & 111.9337 \\
111.9581 & -93.7509 & -18.2072
\end{bmatrix}
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\] (13)

The L*a*b* model is used in [11,14]. It gave the best results in [14] followed by YCbCr. L*a*b* is derived from the XYZ tri-stimulus [11] as below.

\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix} =
\begin{bmatrix}
0.607 & 0.174 & 0.200 \\
0.299 & 0.587 & 0.114 \\
0.000 & 0.066 & 1.116
\end{bmatrix}
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix}
\] (14)

The L* color channel corresponds to brightness and has a range [0, 100]. The a* color channel is a measure of red (positive values) or green (negative values), and the b* color channel is a measure of yellow (positive values) or blue (negative values). Based on XYZ tri-stimulus, the L*a*b* color model is defined as below [11].

\[
L^* = 116f(Y/Y_n) - 16
\] (15)

\[
a^* = 500[f(X/X_n) - f(Y/Y_n)]
\] (16)

\[
b^* = 200[f(Y/Y_n) - f(Z/Z_n)]
\] (17)

where

\[
f(x) = \begin{cases} 
    x^\frac{1}{3} & \text{if } x > 0.008856 \\
    7.787x + \frac{16}{116} & \text{otherwise}
\end{cases}
\] (18)

4. Proposed Methods

In this section, we describe our proposed method for face classification. The motivation of the proposed method is to transform the face image into polar space. The image in polar space is used for feature extraction of face attributes. Polar raster sampled images have been previously used in different
pattern recognition approaches including face recognition. In the generic Fourier descriptor (GFD) [20], the Fourier transform is applied to polar raster sampled image. Oh and Kwak [21] utilized polar coordinates for face recognition. In their proposed method, representative facial features are extracted by converting the face image from Cartesian coordinates to polar coordinates. Linear discriminant analysis (LDA) algorithm is then applied to project the face image in polar coordinates into smaller size. Bhattacharjee [22] introduced face recognition system based on adaptive polar transform for visual and thermal images. In this approach, discrete wavelet transform using Daubachies-4 mother wavelet is used to decompose the polar visual and thermal images. Song and Li [23] proposed a method for local feature extraction, namely, Local Polar DCT Features (LPDF). The DCT coefficients are then rearranged in a zigzag scanning order (from low frequency to high frequency) yielding a one-dimensional feature vector.

The motivation of using polar coordinates for feature extraction is that images in polar coordinates are robust in relation to translation, scaling, and rotation [20–23]. The Cartesian coordinates \((x,y)\) are converted to polar coordinates \((r,\theta)\) as follows.

\[
r = \sqrt{(x - x_c)^2 + (y - y_c)^2}
\]

\[
\theta = \arctan\left(\frac{y - y_c}{x - x_c}\right)
\]

where \((x_c, y_c)\) represents the centroid of the image. Figure 1 shows a face image in Cartesian space which is transformed into polar space.

![Figure 1](image.png)

**Figure 1.** Face image in: (a) Cartesian coordinates; (b) polar coordinates.

The representative facial features are extracted from a polar-transformed image (as shown in the figure above) by using texture analysis techniques, discussed in Section 2. We refer to LBP, CLBP and NRLBP, applied in polar space, as PLBP, PCLBP and P-NRLBP, respectively. Further, the features are extracted for each color model discussed in Section 3. Hence, face images from the FERET database are converted from the RGB color model to other color models, namely, HSV, L*a*b*, YCbCr, YIQ, YUV and YCbCr. Representative facial features are extracted for each color model by applying the LBP-based texture analysis techniques in Cartesian and polar space. Texture features are extracted from a face image by dividing it into 7 × 7 blocks and applying LBP (or variants) to each block. The features for each block are concatenated to generate the feature vector. The dimensionality of the feature vector is reduced by applying principal component analysis (PCA) [24]. Assume \(v_1\), \(v_2\) and \(v_3\) are the feature vectors for the three color channels of a color model, the normalized feature vector \(v_{norm}\) is produced as follows.

\[
v_{norm} = (f_1, f_2, \ldots, f_n)
\]

where \(f_i\) is generated by normalizing corresponding elements \(x_i, y_i\) and \(z_i\) within \(v_1\), \(v_2\) and \(v_3\), as follows.

\[
f_i = (x_i - \mu_1/\delta_1, y_i - \mu_2/\delta_2, z_i - \mu_3/\delta_3)
\]
where $\mu_j$ and $\delta_j$ refer to the mean and standard deviation of the feature vector $v_j$.

5. Experimental Setup

We perform experiments to classify face images according to two facial attributes, namely, gender and race. The experiments are performed utilizing different color models: RGB; HSV; L*a*b*; YCbCr; YIQ, and; YUV. We evaluate the proposed texture analysis methods for classification of face images obtained from the FERET database [25]. The attributes (labels), along with their related classes, are shown in Table 1.

Table 1. Facial Attributes and Classes.

<table>
<thead>
<tr>
<th>Labels</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male, Female</td>
</tr>
<tr>
<td>Race</td>
<td>European, African, Middle Eastern, South Asian, East Asian, and Hispanic</td>
</tr>
</tbody>
</table>

Experiments are performed using face images in the FERET database. The FERET database, preprocessing and the feature extraction are described in the following subsections.

5.1. Database

Public face databases are used for experiments. The FERET database [25] is used for gender and race classification. The PICS database [26] is used for gender classification. The databases are described below.

The FERET database includes 14,126 face images for 1199 subjects. Images in the FERET database include pose variations (frontal images and rotated images with different degrees including profile images with 90 degrees). Our experiments are applied to 130 subjects, five images each, with a total number of 650 images. We perform our experiments on images from this database, which includes labels for race and gender. In addition to pose variation, images in the FERET database have another challenge, namely, occlusion created by glasses, beards, and moustaches.

The PICS database is used for gender classification only as it contains labels for gender. PICS is a collection of face images organized into sets. We used three sets from the PICS database, namely, Aberdeen, Pain, and Utrecht ECVP, which comprise color images. The Aberdeen set includes 687 color images of 90 individuals (with different number of images for each individual). This set has variations in lighting condition and various viewpoints (22 degrees, 45 degrees, 67 degrees and 90 degrees). The Pain set includes 599 color images of 23 individuals (13 women and 10 men) with different facial expressions. In addition to expression variations, this set also includes face images with 45 degrees and 90 degrees rotation. The Utrecht ECVP set consists of 131 images of 69 individuals (49 men and 20 women). In total, we used 913 images from this database.

5.2. Preprocessing

Before discriminative facial features are extracted and classified, the face images are subjected to a preprocessing stage in order to prepare these images for the next stage, which is the feature extraction stage. In most databases, the face images are preprocessed in order to better discriminate the features obtained. Hence, better and more realistic results are achieved. The preprocessing stage itself includes two steps. First, image cropping: most face images include facial and non-facial regions. This step is necessary to keep the desired facial area and discard the unwanted area. Second, image resizing: cropping may result in cropped face images with different sizes. A uniform size of the face images is necessary prior to the feature extraction stage. The images in Cartesian coordinates are resized to a fixed size of 128 x 128 pixels.
5.3. Feature Extraction

After preprocessing, representative features are extracted from face images. In our experiments, the features are extracted using texture analysis approach described in Section 2. For feature extraction, preprocessed face images represented in RGB color model and Cartesian coordinates are transformed into polar space, as described in Section 4. Texture features are extracted by applying LBP to each channel of the images in polar space. The process of feature extraction is repeated for different color models, namely, HSV, L*a*b*, YCbCr, YIQ, and YUV, as described in Section 3.

Figure 2 shows Y, Cb, Cr channels (of the YCbCr color model) of a face image which is transformed into polar space.

![Figure 2](image1.png)

Figure 2. (a) RGB face image; (b) Y channel; (c) Cb channel; (d) Cr channel.

The Cr color channel of Figure 2a is transformed into polar space in Figure 3a. The LBP codes of Figure 3a utilizing eight neighbors (P = 8) and different pixel radius (R = 1, 2, 3) are shown in Figure 3b–d.

![Figure 3](image2.png)

Figure 3. (a) Polar image of Cr color channel of Figure 2a; (b) Local Binary Patterns (LBP) (P = 8, R = 1); (c) LBP (P = 8, R = 2), and; (d) LBP (P = 8, R = 3).

In our experiments, we divide the face images into non-overlapped blocks. More specifically, we divided the face images (in polar space) into $7 \times 7 = 49$ blocks. Histograms are then created for each block from the texture features. The number of histograms for each block utilizing eight neighbors is 59. Dividing the image into a large number of small blocks yields long feature vectors and slow classification, while dividing into small number of large blocks causes loss of spatial information [17]. We consider eight neighbors (P = 8) and different pixel radii (R = 1, 2, 3) in all experiments. Hence, applying three texture analysis operators utilizing eight neighbors yields $7 \times 7$ blocks $\times$ 3 operators $\times$ 59 = 8673 features. The texture features for three color channels are normalized and concatenated, as described in Section 4. The feature vector is reduced using PCA algorithm [24]. In previous work [27], the authors evaluated different features lengths and found that 150 features (50 features for each color channel) was a good tradeoff between classification accuracy, computational effort, and storage requirements.
6. Experimental Results

The face images are represented using different texture analysis techniques (operators) including LBP, PLBP, CLBP, PCLBP, NRLBP, and P-NRLBP. These operators are applied on face images in Cartesian coordinates (LBP, CLBP, and NRLBP) and polar coordinates (PLBP, PCLBP, and P-NRLBP), taking into account eight neighbors \( (P = 8) \) and different pixel radii \( (R = 1, 2, 3) \). Feature vectors that describe the face images are then projected into 150 features using the PCA algorithm as a trade-off.

Classification is performed by using SVM classifier [28] with poly kernel function and KNN classifier [29] with number of neighbors \( (K = 1) \) in Weka 3.8.1. Feature extraction is performed using MATLAB R2014a. Our results are obtained by utilizing a tenfold cross-validation strategy. The proposed texture analysis operators, namely, PLBP, PCLBP and P-NRLBP, are evaluated and compared with the existing operators, namely, LBP, CLBP and NRLBP. The approaches are evaluated for gender and race classification of face images. Moreover, the evaluation is performed for each of the six color models defined in Section 3. The face images are obtained from the FERET database and PICS database. Classification of face images is performed using two commonly used single-label classification models, namely, SVM and KNN. Gender and race classification results for the FERET database are shown in Figures 4–7.

![Gender classification using SVM (FERET database).](image1)

![Gender classification using KNN (FERET database).](image2)
Figure 6. Race classification using SVM (FERET database).

Figure 7. Race classification using KNN (FERET database).

Gender classification results for the PICS database are shown in Figures 8 and 9.

Figure 8. Gender classification using KNN (PICS database).
We found that the most effective color channels are V (in HSV), G (in RGB), Cb (in YCbCr), Y (in YIQ), and Y (in YUV). Therefore, we configured two new combinations of color channels to represent color information: YVCb composed of Y (from YUV); V (from HSV) and Cb (from YCbCr); YVG composed of Y (from YUV); V (from HSV), and; G (from RGB). Tables 2–5 show classification results for the proposed color information.

Table 2. Classification Rates for Gender and Race Attributes for YVCb (FERET database). Local Binary Pattern (LBP); Compound Local Binary Pattern (CLBP); Non-Redundant Local Binary Pattern (NRLBP).

<table>
<thead>
<tr>
<th>Approach</th>
<th>Gender Classification</th>
<th>Race Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVM</td>
<td>KNN</td>
</tr>
<tr>
<td>LBP</td>
<td>90.15</td>
<td>90.46</td>
</tr>
<tr>
<td>PLBP</td>
<td>92.92</td>
<td>91.69</td>
</tr>
<tr>
<td>CLBP</td>
<td>89.84</td>
<td>89.84</td>
</tr>
<tr>
<td>PCLBP</td>
<td>92.30</td>
<td>91.69</td>
</tr>
<tr>
<td>NRLBP</td>
<td>88.92</td>
<td>90.00</td>
</tr>
<tr>
<td>P-NRLBP</td>
<td>92.30</td>
<td>92.00</td>
</tr>
</tbody>
</table>

Table 3. Classification Rates for Gender and Race Attributes for YVG (FERET database).

<table>
<thead>
<tr>
<th>Approach</th>
<th>Gender Classification</th>
<th>Race Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVM</td>
<td>KNN</td>
</tr>
<tr>
<td>LBP</td>
<td>90.00</td>
<td>90.15</td>
</tr>
<tr>
<td>P-LBP</td>
<td>91.69</td>
<td>92.15</td>
</tr>
<tr>
<td>CLBP</td>
<td>89.84</td>
<td>89.07</td>
</tr>
<tr>
<td>PCLBP</td>
<td>94.00</td>
<td>91.23</td>
</tr>
<tr>
<td>NRLBP</td>
<td>88.92</td>
<td>90.30</td>
</tr>
<tr>
<td>P-NRLBP</td>
<td>92.30</td>
<td>91.84</td>
</tr>
</tbody>
</table>
7. Discussion

In this section, we discuss the results obtained from the experiments for gender and race classification.

From the results shown in Figures 4–9 and Tables 2–5, generally better results are obtained for texture analysis using our proposed methods, namely, PLBP, PCLBP and P-NRLBP. Statistically, we found that our proposed methods achieved improvement in classification rates for 89.81% of the cases.

For the FERET database, the highest classification rate for gender attribute is achieved by YVG using PCLBP and SVM. The corresponding confusion matrix is shown in Table 6. For the PICS database, the highest classification rate for gender attribute is achieved by YUV using P-NRLBP and KNN. The corresponding confusion matrix is shown in Table 7.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Gender Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVM</td>
</tr>
<tr>
<td>LBP</td>
<td>91.78</td>
</tr>
<tr>
<td>PLBP</td>
<td>95.18</td>
</tr>
<tr>
<td>CLBP</td>
<td>91.01</td>
</tr>
<tr>
<td>PCLBP</td>
<td>94.63</td>
</tr>
<tr>
<td>NRLBP</td>
<td>91.23</td>
</tr>
<tr>
<td>P-NRLBP</td>
<td>95.83</td>
</tr>
</tbody>
</table>

Table 6. Classification Rates for Gender for YVCb (PICS database).

<table>
<thead>
<tr>
<th>Approach</th>
<th>Gender Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVM</td>
</tr>
<tr>
<td>LBP</td>
<td>91.67</td>
</tr>
<tr>
<td>PLBP</td>
<td>95.18</td>
</tr>
<tr>
<td>CLBP</td>
<td>90.79</td>
</tr>
<tr>
<td>PCLBP</td>
<td>94.41</td>
</tr>
<tr>
<td>NRLBP</td>
<td>91.23</td>
</tr>
<tr>
<td>P-NRLBP</td>
<td>95.72</td>
</tr>
</tbody>
</table>

Table 5. Classification Rates for Gender for YVG (PICS database).

<table>
<thead>
<tr>
<th>Approach</th>
<th>Gender Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male</td>
</tr>
<tr>
<td>male</td>
<td>97.17</td>
</tr>
<tr>
<td>female</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 6. Confusion Matrix of Gender Attribute for YVG Using PCLBP and SVM (FERET database).

|          | Male | Female |
|          | 99.13 | 0.87   |
|          | 1.54  | 98.45  |

Table 7. Confusion Matrix of Gender Attribute for YUV Using P-NRLBP and KNN (PICS database).

Table 6 shows that females in the FERET database have higher misclassification as males compared with males being misclassified as females. This is attributed to three reasons. First, there are a small number of female images in the database with 430 males and 220 females, resulting in overfitting. Second, many female images have a large area of the face obscured by hair. Third, many images are non-frontal images which reduces effectiveness of the features. On the other hand, Table 7 shows that gender misclassification is small for the PICS database because the training set is larger; also, we
used mostly frontal face images from the Aberdeen and Utrech sets, and small number of non-frontal images from the Pain set.

The highest classification rate for race classification of FERET database is achieved for $L^*a^*b^*$ using PCLBP and SVM. The corresponding confusion matrix is shown in Table 8.

<table>
<thead>
<tr>
<th></th>
<th>Europe</th>
<th>African</th>
<th>Middle Eastern</th>
<th>South Asian</th>
<th>East Asian</th>
<th>Hispanic</th>
</tr>
</thead>
<tbody>
<tr>
<td>European</td>
<td>95.55</td>
<td>0.63</td>
<td>1.58</td>
<td>0.63</td>
<td>1.26</td>
<td>0.31</td>
</tr>
<tr>
<td>African</td>
<td>21.66</td>
<td>71.66</td>
<td>5</td>
<td>1.66</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>15</td>
<td>3</td>
<td>76</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>South Asian</td>
<td>5.71</td>
<td>2.85</td>
<td>5.71</td>
<td>71.42</td>
<td>14.28</td>
<td>0</td>
</tr>
<tr>
<td>East Asian</td>
<td>16.19</td>
<td>0</td>
<td>1.90</td>
<td>2.85</td>
<td>78.09</td>
<td>0.95</td>
</tr>
<tr>
<td>Hispanic</td>
<td>20</td>
<td>0</td>
<td>5.71</td>
<td>5.71</td>
<td>11.42</td>
<td>57.14</td>
</tr>
</tbody>
</table>

From Table 8, we observe the gender classification is significantly improved compared with traditional color models. Europeans have the highest accuracy amongst all races because of the distinctive skin texture. However, there is a high rate of misclassification compared with gender classification. This is attributed to a number of factors. First, the misclassification is effected by facial hair, including beards and moustaches. Second, the illumination variation of facial images contributes to misclassification because it compromises effective texture representation. Third, skin texture itself is not sufficient to distinguish between races: the distinctive features of East Asians is the shape of the eyes and nose; and the distinctive feature of Africans is the skin color. Hence, incorporating shape and color features is likely to further improve race classification.

8. Conclusions

In this paper, we presented new methods for representing gender and race facial attributes. We proposed texture analysis techniques based on LBP and its derivatives, namely, CLBP and NRLBP. The proposed methods are motivated by the effectiveness of polar raster sampled images for feature extraction. We evaluated the proposed methods by performing experiments for the single-label classification of face images. We investigated several color models for classification of face images using SVM and KNN classifiers. Experimental results show that, in most cases, the proposed methods exhibited an improvement in classification results. Furthermore, two combinations of color channels are configured and evaluated. The newly proposed approach showed significant improvement in the classification results of gender attributes.
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