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ABSTRACT Breast cancer is the most diagnosed cancer in Australia with crude incidence rates increasing drastically from 62.8 at ages 35-39 to 271.4 at ages 50-54 (cases per 100,000 women). Various researchers have proposed methods and tools based on Machine Learning and Convolutional Neural Networks for assessing mammographic images, but these methods have produced detection and interpretation errors resulting in false-positive and false-negative cases when used in the real world. We believe that this problem can potentially be resolved by implementing effective image pre-processing techniques to create training data for Deep-CNN. Therefore, the main aim of this research is to propose effective image pre-processing methods to create datasets that can save computational time for the neural network and improve accuracy and classification rates. To do so, this research proposes methods for background removal, pectoral muscle removal, adding noise to the images, and image enhancements. Adding noise without affecting the quality of details in the images makes the input images for the neural network more representative, which may improve the performance of the neural network model when used in the real world. The proposed method for background removal is the “Rolling Ball Algorithm” and “Huang’s Fuzzy Thresholding”, which succeed in removing background from 100% of the images. For pectoral muscle removal “Canny Edge Detection” and “Hough’s Line Transform” are used, which removed muscle from 99.06% of the images. “Invert”, “CTI_RAS” and “ISOCONTOUR” lookup tables (LUTs) were used for image enhancements to outline the ROIs and regions within the ROIs.

INDEX TERMS Breast cancer, background removal, deep convolutional neural network (D-CNN), image enhancements, mammogram, mini-MIAS, pectoral muscle removal.

I. INTRODUCTION
Breast cancer is the most common type of cancer affecting women worldwide. The incidence and mortality rates vary among countries, based on factors such as environment, access to advanced medical care, income levels, etc., [1]. The mortality rates are increasing yearly in countries that have a larger ‘low to middle-income’ population, which could be explained by a lack of access to cost-effective resources [1]. Incidence rates are also increasing in several developed countries, such as Australia [2]. It is important to increase awareness about breast cancer and encourage women to participate in screening examinations, as early detection and diagnosis have the potential to save lives [3]. Mammography is considered the gold standard for regular screening and the Government of Australia provides free regular examinations (1 per 2 years) to women over 40 years [4]. After collecting the screening data, it is important to analyze these data and provide a diagnosis as accurately and quickly as possible. The analysis of the screening data requires skilled radiologists. Unfortunately, however, there is a shortage of radiologists in Australia and around the world [5], especially in regional areas and under-developed countries. This can lead to delays in diagnosis and treatment. Therefore, it is important to develop an intelligent system that can detect and diagnose abnormalities quickly and accurately.

Before developing an intelligent system, it is important to effectively pre-process mammographic images. This involves
removing the background, pectoral muscle, and the addition of noise along with the application of image enhancements. Several methods have previously been proposed by researchers for image segmentation (background removal and pectoral muscle removal) [6], but less research was done on methods for image enhancements in the pre-processing stage. The focus of this research is proposing effective methods for image segmentation and enhancements.

The processed images are analyzed to make sure the pixel quality and the region of interest (ROI) in the images are not adversely affected by the proposed methods. A histogram comparison is done between the original images and the processed images to check for deviations in quality and pixel values of the images. Mean Squared Error (MSE), Peak Signal-to-Noise Ratio (PSNR), and Structural Similarity Index Measure (SSIM) values are calculated to estimate the noise in the images and to evaluate whether this noise affects the quality of details in the image.

A. RESEARCH MOTIVATION

Many countries lack human resources and technology to provide timely services for patients in terms of detection, diagnosis, and treatment of breast cancer. For breast cancer time is a very important factor in saving lives. Many researchers have proposed methods and tools for detection and diagnosis, but these systems have often produced false positive and false negative cases. This research aims to improve the methods for diagnosis and detection to decrease instances of misdiagnosis. Developing a cost-effective and computationally fast system could help save lives in under-developed, developing, and even developed countries. To improve accuracy in extracting ROIs and regions within the ROIs for classification, a method is proposed for mammographic image segmentation and image enhancement to create input images for the D-CNN. These images will be used to create training, validation, and testing data for the D-CNN.

B. RESEARCH APPROACH

This research aims to propose effective image pre-processing methods that are computationally simple to implement. The proposed methods are used on mammographic images to remove as much unwanted area as possible and enhance the local details so that ROIs and regions within the ROIs can be detected easily.

After collecting mammographic images from various sources, MIAS digital mammogram database [7] is selected for research and development as shown in Fig. 1. Based on a thorough analysis of literature and a review of existing methods, this research proposes methods for image background and pectoral muscle removal, image enhancements, and image pre-processing for D-CNN of mammographic images. In the application of the proposed methods, the images are processed to remove artifacts and noise from the background. The background removed images are then processed to remove the pectoral muscle. During the pectoral muscle removal process, noise is reintroduced into these images so that the images can represent real-world scenarios. This will improve the performance of the neural network model when used in the real world. After removing all the unwanted parts from the images, image enhancements are applied so that ROIs and regions within the ROIs are highlighted during the pre-processing stage. After processing the images with the proposed methods, the input images for the D-CNN are ready to be used for training, validation, and testing. Results are collected separately for each step of the implementation of the proposed methods (i.e., background removal, pectoral muscle removal, and image enhancements). The collected results are used for the analysis of the proposed methods and comparison with existing methods. After obtaining the results and analysis, the time and cyclomatic complexity of the algorithms and programs that are used in this research is calculated, so that the computational time of the execution and quality of the algorithms and programs can be estimated and compared. Finally, the statistical significance of the obtained results is calculated using the T-distribution table and P-value, to support the conclusion.

II. PREVIOUS WORK

A. BACKGROUND REMOVAL

Several methods have been proposed by previous researchers to remove the background from mammograms so that artifacts in the image do not interfere with the neural network. However, none of those methods try to remove the unwanted areas along with the artifacts. This research uses the “Rolling Ball Algorithm” [8] in combination with “Huang’s Fuzzy Thresholding” and “Morphological Transformations” for...
background removal. The rolling ball algorithm has been applied in various areas of research but is not very often used in the field of mammogram analysis and breast cancer. In medical imaging, the rolling ball algorithm is mostly used for lung segmentation. Shaukat et al. [9] used the rolling ball algorithm to remove the background and irrelevant components for lung segmentation. They were able to achieve a sensitivity of 94.20% and 98.15% at the detection and classification stages, with only 2.19 false positives per scan. Their research indicated that accurate lung segmentation is important in enhancing the efficiency of lung nodule detection systems. El-Regaily et al. [10] used the rolling ball algorithm to reconstruct the lungs at the lung image segmentation stage by preserving the parts that are attached to the lung wall. Their convolutional neural network was able to achieve an accuracy of 89.895%, which is better than most of the other models. Tošić et al. [11] used the rolling ball algorithm for the detection of electromagnetic interference caused by LEDs in high-frequency radar range-doppler images. They used a rolling ball to remove uneven backgrounds from images, and they were able to identify and eliminate the background with a probability of 91%. An application of the rolling ball algorithm to mammograms was described by Basile et al. [12]. They used the rolling ball algorithm to highlight the primary regions inside the breast to detect micro-calcifications in mammograms. They achieved a true positive rate of 91.78%. This research uses the rolling ball algorithm to remove noise and identify intensity level artifacts in the mammographic image.

After processing the images with the rolling ball algorithm, this research uses “Huang’s Fuzzy Thresholding Method” in combination with “Morphological Transformations” to remove artifacts, noise, and irrelevant portions from the mammographic images. Huang and Wang [13] proposed an image thresholding method to identify the fuzziness in an image. Their method used Shannon’s Entropy Function [14] and Yager’s Measure of Fuzziness [15] to quantify the fuzziness. Aja-Fernandez et al. [16] used a fuzzy thresholding method to overcome the limitations of segmentation for images that are corrupted with artifacts and noise. Sran et al. [17] proposed a framework that combines a saliency model with fuzzy thresholding to remove noise and artifacts so that tumor regions can be extracted accurately from brain MR images. They achieved a sensitivity of 97±3.0% in detecting the tumors. Our research uses threshold values determined by Huang’s method, to create binary images so that artifacts and noise can be removed from the mammographic images during the background removal process.

After identifying the threshold values and creating the binary images, morphological transformations are applied to the images to ultimately remove the artifacts and the noise from the images. Lee and Wong [18] proposed an image segmentation method to remove noise from images based on mathematical grey-scale morphology. We have integrated some of the features of their method, such as erosion and dilation, with our proposed method. Hazarika and Mahanta [19] used morphological transformations (erosion and dilation) to identify the breast borders accurately and remove background from the images. They achieved an accuracy of 98.7%. Zebari et al. [20] also used these morphological transformations (erosion and dilation) to remove artifacts from their images, achieving an accuracy of 99.31%. The purpose of integrating the rolling ball algorithm, Huang’s fuzzy thresholding, and morphological transformations in this research is to remove artifacts and noise from the mammographic images without affecting the quality and details of these images.

B. PECTORAL MUSCLE REMOVAL

Removing pectoral muscle is important to reduce the workload of the neural network and save computational time because it removes the parts from the image that are not required, thereby decreasing the size of the images. For muscle removal, detecting the edges is an integral part. To detect the edge, we use the “Canny Edge Detection” algorithm developed by John F. Canny in 1986 [21]. Rampun et al. [22] used canny edge detection to detect the initial contours and estimate the pectoral muscle boundary. Their pectoral muscle boundary estimation achieved a Jaccard Index [23] and a Dice Coefficient [24], [25] of 92.1 and 97.8, respectively. Taghanaki et al. [26] proposed a geometry-based muscle segmentation method to reduce the time and cost of computer-aided detection systems. They mentioned that removing muscle can also decrease false-positive rates because pectoral muscle and tumors in a mammographic image have the same density [26]. They have applied canny edge detection to detect and extract the breast contour and obtained Jaccard and Dice coefficients of 96±1.00% and 97.8±0.8%. They have achieved an overall accuracy of 95% in segmenting 322 MIAS images.

Biswas and Ghoshal et al. [27] used Sobel operators [28] in their research to detect blood cells in microscopic images. They used Sobel filters to increase the intensity of the edges, obtaining an accuracy of 93%. Kandhway et al. [29] found that Sobel operators are better at distinguishing the edge details in an image than the Laplacian and Canny edge detection operators. They compared the three operators by applying them to various medical images (mammograms, brain images, etc.). Our research uses two 3×3 Sobel Convolutional Kernels when applying canny edge detection.

To detect the edges generated from canny edge detection, this research implements the Hough Line Transform [30]. Bora et al. [31] used the Hough line transform to approximate the pectoral edge and segment the muscle from the mammogram using “texture gradient” and “Euclidean distance regression”. Their method was able to remove pectoral muscle from 96.75% of their images. Shi et al. [32] also used the Hough line transform for detection of the muscle boundary and segmentation. Their method achieved an accuracy of 97.08%, which suggests that the Hough transform is good at detecting the muscle boundary.
C. ADDING NOISE

After removing the noise using the rolling ball algorithm during the background removal process, noise that should not affect the quality of the details in the images is added into the mammographic images during morphological transformation and pectoral muscle removal. Adding some noise to the images to create training data for the D-CNN will improve the performance of the neural network because the data will look more like real-world data. Injecting noise into the input of a neural network can also be considered as a form of data augmentation [33]. Training a neural network with the same type of data, if the images are normal, can cause overfitting issues, because the network can memorize all the training samples. Creating a training dataset with different levels of noise will make it less likely that the neural network memorizes the training data [33]. As Karimi et al. [34] noted in their research, deep learning models require more training data than traditional machine learning models. Deep neural networks often perform better during training and testing than when they are used in the real world because real-world data is not always clean. Bishop [35] found that the addition of noise to the input data during the training of the neural network can lead to improvements in the generalization performance. Neelakantan et al. [36] found that adding Gaussian noise to the gradient is effective when training deep networks. They found that the added noise can help optimize a neural network model that has many layers, in their case 20 layers. Zur et al. [37] also noted that training neural networks with noise reduces overfitting and improves the Area Under Curve (AUC) values, in this case by 0.02. Training the neural networks with noisy images will help the model to learn the de-noising process.

D. IMAGE ENHANCEMENT

Recently, several researchers (Kwok et al. [38], Ferrari et al. [39], Rampun et al. [22], Vikhe and Thool [40]) focusing on removing pectoral muscle from curved boundaries, found that this resulted in a reduction of accuracy rates. Soleimani and Michailovich [41] proposed a segmentation method that uses a convolutional neural network to detect the edges and the pectoral muscle boundary to segment it. They achieved a dice coefficient of 97.22±1.96%. The drawback however is that developing and using one CNN for pectoral muscle removal and then developing another CNN for detection and diagnosis can increase the computational costs and time when used in the real world. We believe that, rather than using a CNN for segmentation, computationally simpler methods for pectoral muscle segmentation at the pre-processing stage are more useful. If there are still some images with parts of muscle left after muscle removal using the Hough line transform, these images can be processed with the Deep-CNN developed for detection and diagnosis. This can create a more cost-effective system. Therefore, rather than focusing on the curved boundaries, we focus on removing as much muscle as possible using effective and simpler methods and tackle the remaining muscle portion by developing effective training mechanisms for neural networks to accurately detect the ROIs. To deal with the curved boundary issue, this research uses image enhancements by applying methods such as Look-up Tables (LUTs) so that the neural network can detect and extract the ROIs and regions within the ROIs.

Very few researchers have used image enhancement techniques at the pre-processing stage to create mammographic images that emphasize the details in the images for neural networks. LUTs are widely used for adjusting contrast or intensity characteristics between regions in an image. Sherr- rier and Johnson [42] used the concept of lookup tables for histogram equalization”, to equalize specific regions of chest images. Tellez et al. [43] used LUT based approach with a density histogram for characterizing the chromatic distributions to detect cell nuclei in tissue slides.

Lehmann et al. [44] noted that X-ray films are digitized with 12-bit quantization and then subsequently displayed by reducing them to 8-bit images, which results in a loss of important information. To avoid this, they transformed the images into 4096 displayable pseudo colors. They believe that pseudo coloring is essential for medical imaging. Their research implemented three image enhancement techniques which each have unique characteristics. Different LUTs are used to extract additional meaning from the images and highlight certain regions. The techniques are implemented using “ImageJ” [45] medical image processing software developed at the National Institutes of Health [46] and The Laboratory for Optical and Computational Instruments (LOCI, University of Wisconsin) [47]. Methods such as “Invert LUT”, “CTI_RAS LUT” and “ISOCONTOUR LUT” are implemented using ImageJ, for image enhancements. Invert LUT inverts the gray level values in the image, from black to white and vice versa. CTI_RAS LUT draws a rainbow-themed boundary around the ROIs in the image. ISOCONTOUR LUT draws four contours of various colors (red, green, blue, yellow) based on the intensity levels in the image which helps to identify the regions within the ROIs. These methods use Look-Up Tables (LUTs) to determine the colors and intensity values to display in an image. John et al. [48] evaluated the use of a LUT for displaying chest CT images and concluded that the use of LUT methods has the potential to improve operational efficiency while achieving acceptable image quality. According to our knowledge, none of the researchers used LUTs for mammographic image enhancements to create training data for D-CNN.

E. SIGNIFICANCE OF IMAGE PRE-PROCESSING FOR D-CNN

Various types of public and private datasets were used by researchers as input for their CNNs for detection and diagnosis. Various image pre-processing methods were applied to the images of these datasets before feeding them into the CNNs. Tavakoli et al. [63] discussed the importance of image pre-processing to create training data. They mentioned...
that removing unwanted areas from the images will produce more accurate results. They have removed the artifacts, noise, pectoral muscle and enhanced the contrast of the images to improve the distribution of the pixel intensities. Their research aimed to classify the pixels of various regions of interest. They were able to achieve an accuracy of 94.68% and an AUC of 95%. They also performed experiments to evaluate the effects of pre-processing on the outcomes. Not using pre-processing methods produced an accuracy of 88.29% and an AUC of 88%, while pre-processing produced 94.68% accuracy and an AUC of 95%. Ali et al. [65] also discussed the importance of pre-processing and calculated results with and without pre-processing. They were able to achieve an accuracy of 95.42% without preprocessing. With pre-processing an accuracy of 98.34% was obtained. This illustrates the usefulness of pre-processing. Our research uses various unique pre-processing methods to create the datasets for training.

Gao et al. [56] in their research implemented a 4-step image pre-processing procedure involving the identification of a bounding box that contained the tumor region. By enlarging and extracting the bounding box, normalizing the image intensity, and resizing the normalized image to 224×224, they obtained an accuracy of 90%. Unfortunately, these pre-processing procedures require considerable computational resources to extract the tumor region and require the coordinates of the tumor region before extraction. These methods cannot work when implemented in real-world scenarios where the location of the tumor is not available beforehand. We believe improving these methods through minimal preprocessing can improve accuracy.

Ribli et al. [57] proposed a Computer-Aided Detection (CAD) system based on a Faster R-CNN model for detecting and classifying lesions in a mammogram image. The system achieved an Area Under Curve (AUC) score of 0.85 and can detect 90% of the malignant lesions when used on a public dataset (INbreast). They did not perform any image pre-processing on the images. We believe that computational time for the CNN can be saved if pre-processing is performed also improving the detection and AUC score.

Saranyaraj et al. [58] proposed a D-CNN model to classify mammographic images. They noted that “image pre-processing is the most important step to obtain desired features and good classification rates”. To decrease the computational cost, they have resized the images to 200×200 for training the D-CNN. The images in the datasets (DDSM) are normalized to help remove noise (maximum intensity value—minimum intensity value) before resizing and training the D-CNN. They have achieved a test accuracy of 96.23% and a classification accuracy of 97.46%. We believe the results can be made more robust by adding some noise into the images for training to represent real-world scenarios so that the D-CNN can produce good results when used in the real-world [33], [34].

Arevalo et al. [60] in their research found that pre-processing is important to enhance the characteristics of the mammographic images so that ROI extraction from the images can be improved. They noted that data augmentation by creating datasets through the application of various transformations can prevent overfitting issues. They also noted that performing global and local contrast normalization can both improve performance and reduce training time. Their research achieved an AUC of 86%. We believe this performance can be improved through the implementation of better image processing methods making it easier to extract the ROIs and regions within the ROIs.

Dubrovina et al. [61] used color coding in their research to highlight the details (pectoral muscle, fibro glandular tissue, breast tissue, background, etc.) in the mammographic images so that sufficient local information can be captured to classify the pixels belonging to different tissues and regions. They created datasets using color-coded images to train the neural network to classify different tissues and regions in the images. They were able to achieve faster computation while maintaining the same classification accuracy. This research aims to create datasets for training, validation, and testing the D-CNN to improve the performance and increase the accuracy when using the system in real-world scenarios. This is done by using “rolling ball algorithm”, “Huang’s fuzzy thresholding”, “Canny edge detection”, “Hough line transform”, “adding noise to the images”, “applications of Look Up Tables (LUTs) for enhancements” making it easier to detect the ROIs and regions within the ROIs.

III. PROPOSED METHOD

A. DATA COLLECTION

Mammogram images from the “Mammographic Image Analysis Society” (MIAS) Digital Mammogram Database [7] are used for implementing the proposed methods. The dataset consists of 322 (1024 * 1024 Pixels) images. The dataset also provides various important details about the images, such as:

a. Reference Numbers for the images in the MIAS database.
b. Coordinates (x, y) for the center of abnormality.

B. BACKGROUND REMOVAL

Fig. 2 shows the entire background removal process and the methods involved.

1) ROLLING BALL ALGORITHM

The rolling ball algorithm is based on a concept described by Stanley Sternberg in his article “Biomedical Image Processing” [7]. The algorithm is applied through a python program that is ported from ImageJ’s [45] “Background Subtractor” software tool.

As illustrated in Fig. 3, the algorithm works by using a ball of a given radius and rolling it over the surface of the image. It identifies a smooth continuous background in the mammographic image. The radius of the ball should be at least as large as the radius of the largest object, based on intensity levels in the image. The algorithm is implemented through four steps (see Fig. 3).
FIGURE 2. Background removal process.

FIGURE 3. The workflow of rolling ball algorithm.

Algorithm 1 Construct the Ball

BEGIN
1. FUNCTION build(ball_radius, arc_trim_per):
2. small_ball_radius <- ball_radius / shrink_factor
3. IF small_ball_radius < 1 THEN
4. small_ball_radius <- 1
5. ENDIF
6. rsquare <- small_ball_radius * small_ball_radius
7. xtrim <- int(arc_trim_per * small_ball_radius) / 100

END

As shown in Fig. 3, first a ball is constructed with a given radius. For our purpose, because of the size of the artifacts, a radius of 5 pixels is used for the ball as can be seen from Fig. 4.

Algorithm 1 provides the details of the construction of the ball. The algorithm makes use of variables such as “ball_radius”, “arc_trim_per”, “shrink_factor”, “rsquare”, and “xtrim”. The values in these variables are used to construct the ball. The variable ‘shrink_factor’ is used to shrink the rolling ball by a certain factor before rolling the ball. The variable ‘arc_trim_per’ (i.e., trimming the arc) is used to trim off some percentage from each side of the rolling ball to create patches on the ball. When the ball is rolled on the image, these patches are used to identify the intensity values of the artifacts. A shrink_factor of 1 pixel and an arc_trim_per of 24% is used if the radius of the ball is less than 10 (in this case it is 5 pixels). Using the shrink_factor and ball_radius values, the ball is constructed. After constructing the ball, the values ‘rsquare’ and ‘xtrim’ are used to determine the radius of the shrunken arc and the number of points to be removed from each arc. These values are used to create patches on the surface of the ball.

b: CREATE LIGHT BACKGROUND

As shown in Fig. 3, after constructing the ball, a light background is applied to the mammographic images. This highlights the dark artifacts and their locations, as observed in Fig. 4. Rolling the ball after applying a light background will make it easy for the ball to calculate the pixel values that need to be subtracted from the image to remove the artifacts.
The light background is applied using the OpenCV (Open Computer Vision) python program.

c: ROLLING THE BALL

After constructing the ball and creating the light background on the original image, the ball is rolled over the light background image to identify the smooth continuous background and the dark artifacts, as shown in Fig. 3. Using the patches on the surface of the ball, the pixel values at the location of the artifacts are obtained. The “Rolling Ball Algorithm” is applied during this step. As highlighted in Fig. 4 under “Light Background”, the pixel values at the highlighted location are obtained by the ball.

To identify the exact pixel values (0,255) and their coordinates (x, y), an additional dimension ‘z’ (height), based on the gray intensity values (0 - 255) at the pixel locations is plotted along the (x, y) dimensions. The ball is rolled so that a patch on the ball can be tangent to one or more points in the image. If any point in the image is on or below the patch, it is part of the background. Here, 0 indicates black, and 255 indicates white.

Algorithm 2 provides the details of how the ball is rolled over the surface of the image. The variables next_line_to_read and next_line_to_write_in_cache are used by the ball to read each pixel in the image, and if the intensity value of the pixel (i.e., height) is greater, then the pixel location is read and stored in the variable ‘src’. After identifying the location, it is stored in ‘cache’ and the process is repeated till all the pixel values are identified and stored in the cache. Algorithm 2 is applied using a python program that uses the ‘NumPy’ library to obtain the image ‘array’.

After rolling the ball, smooth continuous background and the associated pixel values are identified using Algorithm 3. ‘xp’ and ‘yp’ represent the pixel intensity values identified at coordinates (x, y). x_0 and y_0 represent the zero value and x_end +1 and y_end +1 represent 255+1 (256). For each point in the cache that is identified, the intensity values (z) for the smooth continuous background are identified.

d: SUBTRACT BACKGROUND

As shown in Fig. 3, the mammographic images with bright background and dark artifacts are converted into an image with a light background. Then a ball of radius 5 pixels is rolled to identify the smooth continuous background and the location of its pixels. The python program will then subtract the identified pixels from the original image. This will subtract the dark artifacts from the image, as can be seen in Fig. 5 under “Background Subtraction”.

`background_pixels` in Algorithm 4 describes the pixel values identified from Algorithm 3. The identified values are subtracted from each pixel value in the image. The value is assigned as 0 (i.e., white) if the pixel subtraction result is less than 0 and as black if the subtraction result is greater than 255 (i.e. black).
 Algorithm 4 Background Subtraction

BEGIN
1. for p in range(len(pixels)) DO
2.     value <- (pixels[p] & 0xff)
3.            - (background_pixels[p] + 255)
4.     IF value < 0 THEN
5.         value <- 0
6.     ENDIF
7.     IF value > 255 THEN
8.         value <- 255
9.     ENDIF
10.    pixels[p] <- numpy.int8(value)
11. ENDFOR
12. RETURN numpy.reshape(pixels, array.shape)
END

2) HUANG’S FUZZY THRESHOLDING
The processed images that are stored on the local disk after applying the rolling ball algorithm and background subtraction, are converted to binary images using the threshold values generated using Huang’s method [13], see Fig. 6. The method is applied using a python program.

This image thresholding method uses the concept of “fuzzy sets” and the “definition of membership” function to measure the fuzziness in an image and obtain the appropriate threshold value. Huang’s method uses “Shannon’s Entropy Function” and “Yager’s Fuzzy Measure” to measure the fuzziness in the image. The method aims to minimize the measure of fuzziness in any input image. The methods and steps proposed by Huang and Wang [13] are used in this research.

Let A denote a fuzzy set, a membership function for A on the universe of discourse D is defined as $u_A : D \rightarrow [0, 1]$, where each element of D is mapped to a value between 0 and 1.

Let $X$ denote an image set of size $M \times N$ with $L$ levels and $x_{mn}$ be the gray level of an $(m, n)$ pixel in $X$. Let $u_X(x_{mn})$ be the membership function.

The image set $X$ in the notation of fuzzy set can be defined as,

$$X = \{(x_{mn}, u_X(x_{mn}))\}$$  \hspace{1cm} (1)

where $u_X(x_{mn})$ is in the interval $[0,1]$, which represents the fuzziness of the $(m, n)$ pixel in $X$.

$m = 0, 1, 2, \ldots, M-1$ and $n = 0, 1, 2, \ldots, N-1$

The membership function is used to define the relation between the pixels in $X$ and its corresponding region (i.e., background or object).

Let $u_0$ and $u_1$ be the average grey level values of the background and the object. Let $g$ denote the gray level in an input image and $h(g)$ the number of occurrences of this the gray level.

For a given threshold $t$, the target values of $u_0$ and $u_1$ (i.e., background and object) can be defined as (2) and (3)

$$u_0 = \frac{\sum_{g=0}^{t} gh(g)}{\sum_{g=0}^{L} h(g)}$$  \hspace{1cm} (2)

$$u_1 = \frac{\sum_{g=t+1}^{L} gh(g)}{\sum_{g=t+1}^{L} h(g)}$$  \hspace{1cm} (3)

The membership function depends on the difference between the gray value at a pixel in $X$ and the target values of the background and object, defined as:

$$u_x(x_{mn}) = \begin{cases} 
\frac{1}{1 + \frac{|x_{mn} - u_0|}{c}} & \text{if } x_{mn} \leq t \\
\frac{1}{1 + \frac{|x_{mn} - u_1|}{c}} & \text{if } x_{mn} > t
\end{cases}$$  \hspace{1cm} (4)

$C$ = constant value, such that $\frac{1}{2} \leq u_x (x_{mn}) \leq 1.$
The pixel \((m,n)\) should be either part of the background or part of the object for a given threshold \(t\).

Using eq (4) and Shannon’s Function [14] or Yager’s Measure [15], the fuzziness in the input image can be measured. The minimum measure is used to determine the optimal threshold value. We have used Shannon’s function for our research.

**c: SHANNON’S ENTROPY FUNCTION**

Entropy \((E)\) is used as a measure of fuzziness. It is defined using Shannon’s Function \((S)\) as,

\[
E(X) = \frac{1}{M N \ln 2} \sum_{g} S(u_x(g)) h(g)
\]

where \(g = 0, 1, \ldots, L-1\).

\(E(X) = 0\), if \(u_x(x_{mn}) = 0\) or \(1\) for all \((m, n)\)

\(E(X) = 1\), if \(u_x(x_{mn}) = 0.5\) for all \((m, n)\)

This research has used eq (4) and eq (5) to obtain the optimal threshold values of the images. The equations were implemented through a python program, represented by Algorithm 5.

**Algorithm 5 Huang’s Fuzzy Threshold**

**BEGIN**

1. threshold \(< -1\)
2. min_ent \(< - \text{float(“inf”) \ //minimum entropy}
3. for \(i\) in range(254) DO
4. ent \(< -0.0\) \ //entropy
5. for \(ih\) in range(it) DO
6. \(\text{mu}_x < 1.0 / (1.0 + \text{term} * \text{math.fabs}\)
7. \(\text{ih - mu}_0(\text{int})\) \ //eq(4)
8. \(\text{IF (not ((mu}_x < 1.0-06)) \ THEN} \ //eq(5)
9. ent \(< - 0.0\) \ //minimum entropy
10. \text{ENDFOR}
11. \text{IF} (\text{ent} < \text{min_ent}) \ THEN
12. \text{min_ent} \(< - \text{ent}\)
13. threshold \(< - \text{it}\)
14. \text{ENDIF}
15. \text{ENDFOR}
16. return threshold

**END**

The obtained threshold value from Algorithm 5 is used to binarize the mammographic images processed with the rolling ball algorithm, as shown in Fig. 6.

**3) MORPHOLOGICAL TRANSFORMATIONS**

Finally, morphological transformations are applied to the binarized images (Fig. 6), to remove the artifacts. The transformations are applied using the OpenCV python program. This research has used “erosion” followed by “dilation” as transformation operations.

**FIGURE 7. Merging.**

**a: EROSION**

The erosion operation shrinks the mammographic image in such a way that the bright areas get smaller and the dark areas get bigger. The operation (eq. 6) is performed using a kernel of size \((120,120)\). This kernel, which has an ‘anchor point’ (i.e., the center of the kernel), is used to convolve (scan over) the mammographic image. After convolving, the pixels in the image are replaced with the ‘minimal pixel value’ that is computed using the kernel.

Let \(X\) be the set of pixels in a binary image and \(B\) a kernel of size \(n\) which is scanned over the image to compute the minimal pixel value overlapped by the kernel and replace the pixels in the image that are below anchor point \(z\) with that minimal pixel value.

\[
X \ominus B = \{z : B_z \subseteq X\}
\]

where \(B_z = \{b+z : b \in B\}\) is the translation of kernel \((B)\) by its anchor point \(z\).

**b: DILATION**

The dilation operation is performed on the eroded image. The operation expands the bright areas in the image. A kernel \(B\) of size \((120,120)\) is scanned over the image to compute the maximal pixel value overlapped by the kernel and replace the image pixel in the anchor point \(z\) with that maximal value (eq. 7).

\[
X \oplus B = \{x + b : x \in X, b \in B\}
\]

**4) MERGING**

As observed in Fig. 7, the rolling ball processed image and the morphologically transformed image are merged using the bitwise AND operator to remove the artifact from the image.
After merging both images, the background is removed, and the images are stored on a local disk.

**C. PECTORAL MUSCLE REMOVAL**

Every area in the mammographic image that is not required should be removed to limit memory requirements and computational time for the neural network. After removing the artifacts, the only part which is not required is the muscle. Rather than extending the neural network or increasing the processing power of the neural network, it is important to develop computationally simple methods to remove as much muscle as possible in the image pre-processing stage. As shown in Fig. 8, this research has used “Canny Edge Detection” and “Hough Line Transform” to remove the muscle.

Firstly, the images generated by the merging operation (in Fig. 7) will be flipped to the right side and then resized, because it will be faster and easier to automate the process of removing the muscle if all the mammographic images are pointing in the same direction and are smaller in size. This makes it easier to detect the muscle boundary.

1) **RIGHT-SIDE FLIPPING & RESIZING**

The images are flipped and resized using the OpenCV (Open Computer Vision) python program. The images are resized from 1024 x 1024 pixels into 256 x 256 pixels.

2) **CANNY EDGE DETECTION**

The Canny edge algorithm [21] is used to detect the edges in the mammographic image. The muscle boundary is obtained using this algorithm. The algorithm is implemented using a python program.

*Step 1 (Calculating the Gradient):*

The intensity gradient of the image is calculated to detect the intensity of the edge and its direction. Edges occur when the intensity value of the pixel changes in the images. To detect these changes, **Sobel Kernels** ($S$) are applied along the horizontal ($x$) and vertical directions ($y$). Two ($3 \times 3$) Sobel kernels ($K_x$) and ($K_y$) are used to detect the edges and compute the intensity. The kernels are convolved with the image to find the horizontal ($S_x$) and vertical ($S_y$) change in intensity. As shown in Fig. 9, two images are generated after the convolution-based on ($S_x$) and ($S_y$). These images are used to compute the edge intensity and direction.

\[
\begin{align*}
  k_x &= \begin{bmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{bmatrix} \\
  k_y &= \begin{bmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
  \text{IntensitGradeint} &= \sqrt{S^2_x + S^2_y} \\
  \text{Direction} &= \arctan\left(\frac{S_y}{S_x}\right)
\end{align*}
\]
Algorithm 6 Calculating Edge Gradient and Direction

BEGIN
1. FUNCTION sobel_filters(img):
   2. Kx <- np.array([[-1, 0, 1], [-2, 0, 2], [-1, 0, 1]], np.float32)
   3. Ky <- np.array([[1, 2, 1], [0, 0, 0], [-1, -2, -1]], np.float32)
   4. Sx <- ndimage.filters.convolve(img, Kx)
   5. Sy <- ndimage.filters.convolve(img, Ky)
   6. G <- np.hypot(Sx, Sy)
   7. G <- G / G.max() * 255
   8. D <- np.arctan2(Sy, Sx)
   9. RETURN (G, D)
END

The above equations are implemented through a python program using the “SciPy” and “NumPy” libraries. Algorithm 6 represents equations (8) and (9) along with the kernels $K_x$ and $K_y$.

where $G$ is Intensity Gradient and $D$ is Direction.

Step 2 (Non-Maximum Suppression):

After computing the edge intensity and direction obtaining an image with all the edges, any pixels that are not required (i.e., not an edge) should be removed. As demonstrated in Fig. 10, non-maxima suppression is used to remove these pixels and extract the required edges. This step looks at those pixels with maximum value that are pointed towards the direction of the edge.

Using Algorithm 7, non-maximum suppression is performed. Here, $(i, j)$ represents the pixel that is being processed, whereas $(i, j-1), (i, j+1),(i+1, j), (i-1, j)$, etc., represent the pixels surrounding $(i, j)$. The values of $q, r$ are set as 255 (i.e. white) to identify the pixels that have more intensity. As every pixel is processed in all directions (using angles), only the pixels with high intensity are kept, see Fig. 10.

Step 3 (Hysteresis Thresholding):

This step is used to distinguish between the edges and identify the boundary of the breast and the muscle, as shown in Fig. 11. It requires two threshold values $\text{minVal}$ and $\text{maxVal}$ to extract the intensity gradient values.

Edges with the intensity gradient $> \text{maxVal}$, are subsequently considered as edges. If the intensity gradient of the edges $< \text{minVal}$, they will be considered non-edges. Based on these values, pixels are categorized into strong, weak, other. The weak pixels are converted to strong pixels based on the conditions provided in the Algorithm 8, where $(M, N)$ represents the size of the image and $(i, j)$ represents the value of the location in the image. This algorithm produces an image with strong edges as the output.
Algorithm 8 Hysteresis Thresholding (minVal & maxVal)

BEGIN
1. FOR i in range(1, M-1) DO
2.   FOR j in range(1, N-1) DO
3.     IF (img[i,j] = minVal) THEN
4.       TRY
5.         IF ((img[i+1,j−1] = maxVal) OR (img[i+1,j] = maxVal) OR (img[i+1,j+1] = strong) OR (img[i, j−1] = maxVal) OR (img[i, j+1] = strong) OR (img[i−1, j−1] = strong) OR (img[i−1, j] = strong)) THEN
6.           img[i,j] <- strong
7.         ELSE THEN
8.           img[i,j] <- 0
9.         ENDIF
10. ENDIF
11. ENDFOR
12. RETURN img
END

3) HOUGH LINE TRANSFORM

This research focuses on developing methods that are computationally simple and easy to implement. These methods are used to remove the unwanted areas from the mammographic images, as much as possible. To detect the edges generated from canny edge detection, this research has implemented the “Hough Line Transform” [30].

The Hough line transform method identifies the lines in the images. Various lines are constructed in the image. These lines are used to identify the muscle boundary. The lines are expressed using the “polar coordinate system” (Fig. 12) and the lines are constructed using equation 10, where \( r, \theta \) represents distance and angle. Hough line transform is applied using a python program.

\[
y = \left( -\frac{\cos \theta}{\sin \theta} \right) x + \left( \frac{r}{\sin \theta} \right) \tag{10}
\]

Hough line transform looks for intersections between the points in the image to draw the lines. It identifies whether the intersections are above a certain threshold, as demonstrated in Fig. 16. After extracting the edges in the image using the canny edge method, Hough transform is used to compute the distance and angle to the muscle boundary from the origin (the origin is the center of the image), see Fig. 13 (“List all Hough Lines”). The lines are constructed using the distance and angle parameters. The line representing the muscle boundary is shortlisted based on the conditions that are set.

The conditions are set based on the size of the image and the position of the muscle boundary (i.e., Width = 256, Height = 256). All the parameters are measured from the origin. These parameters can be adjusted based on the size of the images and the size of the muscle boundary.

Conditions to shortlist the line (i.e., muscle boundary), are for most of the images:
- Minimum angle = 10 ; Maximum angle = 70
- Minimum distance = 5; Maximum distance = 256
- Minimum and Maximum values are set based on the size of the image (i.e. 256 x 256) and the position of the muscle boundary from the center of the image (i.e. the angle). The position is mostly below 90° from the center.

If distance \( \geq \) minimum distance & distance \( \leq \) maximum distance & angle \( \geq \) minimum angle & angle \( \leq \) maximum angle.
A line that is within these parameters is shortlisted (i.e., muscle boundary), as shown in Fig. 13 using the python program represented by Algorithm 9. The shortlisted line is then removed.

**Algorithm 9 Shortlist Lines**

```
BEGIN
1. FUNCTION shortlist_lines(lines):
2.   MIN_ANGLE < -10
3.   MAX_ANGLE < -70
4.   MIN_DIST < -5
5.   MAX_DIST < -256
6.   shortlisted_lines < - [x for x in lines IF (x['dist']>MIN_DIST) & (x['dist']<MAX_DIST) & (x['angle']>MIN_ANGLE) & (x['angle']<MAX_ANGLE)]
7. RETURN shortlisted_lines
END
```

**D. IMAGE ENHANCEMENTS**

It is not possible to remove the entire muscle area from some of the images because of the curved nature of the muscle boundary. Using the canny edge detection and Hough line transform on those images can remove most of the muscle, leaving a small portion along the muscle boundary. These remaining sections can be tackled by implementing effective image enhancements that can show ROIs and regions within the ROIs. These enhanced images can be used as training data for the D-CNN so that the D-CNN can learn to detect and extract the ROI (or mass regions) in the images faster and then use these ROIs to detect the cancerous parts. This approach can overcome the limitations of the Hough line transform for curved boundaries.

Image enhancements will make it easier to detect the details in a mammographic image. The enhancements are applied to the images using the ImageJ software tool called “Look Up Tables (LUTs)”. Various LUTs were applied to the images to understand their behavior and select the best ones.

1) **INVERT LUT**

This LUT converts a mammographic image into an image that is similar to a photographic negative. LUTs can also be applied to grayscale images to produce pseudo-colored images, based on the progression of pixels in the image. Lehmann et al. [44] used the pseudo-coloring technique on medical X-ray images to produce enhanced visualization of diagnostic information.

For inversion, every gray level value (V) in the original image is replaced by $255-V$. When inverted, pixels with values 0 are converted to white and pixels with values 255 to black, as shown in Fig. 14.

**FIGURE 14. Invert LUT pixel value changes.**

2) **CTI_RAS LUT**

This LUT is applied to show the ROIs in the images. Enhancing the images at the pre-processing stage with this LUT can save computational time for the D-CNN when extracting the ROIs and detecting the cancers.

As shown in Fig. 15, this LUT works by first inverting the gray level values in the original image (i.e., $0 = \text{White}$ and $255 = \text{Black}$). Every gray level value (V) in the original image is replaced by $255-V$. After inverting the values, this LUT draws a rainbow-themed boundary based on the gray level value that is in the range (125, 255), as shown in Fig. 18. The range (125, 255) has been chosen because that is the range where the dark region starts and ends.

**FIGURE 15. CTI_RAS LUT application process.**

3) **ISOCONTOUR LUT**

This LUT is used to compose sets of isocontours within the ROIs, which can be used to extract features from different layers of the mass region in the mammographic image. As shown in Fig. 16, first the original image is enhanced with ISOCONTOUR LUT and then with the Invert LUT is applied to invert the image.

**FIGURE 16. ISOCONTOUR LUT application process.**

The ISOCONTOUR LUT draws contours based on the gray level values in the image using four colors (blue, green, yellow, red). A blue contour if the values are between (0, 50), green if the values are between (50, 100), yellow in the range (100, 150), and red between (150, 200), where 0 is Black and 255 is White.

**IV. RESULTS & ANALYSIS**

**A. BACKGROUND REMOVAL**

Background removal has been applied to a total of 322 images from the MIAS dataset. The method has been implemented using python libraries. As can be observed from Table. 1,
the background (i.e., artifacts) is removed successfully from all images without affecting the pixel quality to a large extent. A histogram comparison is performed between the original images and the processed images to understand the changes in the images.

1) ROLLING BALL ALGORITHM

Histogram Analysis Between ‘Original Image’ & ‘Processed Image Using “Rolling Ball Algorithm”’

The histogram analysis is performed using 322 images, by computing the ‘mean gray value’ and the ‘standard deviation’. Gray values indicate the brightness of the pixels.

$$\text{Mean} = \frac{\text{Sum of Gray Values of all the Pixels in Image}}{\text{Total Number of Pixels in Image}}$$

(11)

Standard Deviation = Standard deviation in the Gray Values
Rolling Ball Radius = 5 Pixels
Total No. of Images = 322

The mean and the standard deviation are obtained by averaging the mean gray values and calculating the standard deviations of all the 322 images. As can be seen from Fig. 17 and Table 2, after processing the original image, the mean gray value has increased by 0.404, which means that on average the brightness of the pixels in the images has been increased after applying the “rolling ball algorithm”. The standard deviation has been increased by 0.297 after applying the “rolling ball algorithm”.

![Figure 17. Histogram analysis comparison.](image)

TABLE 1. Background removal results.

<table>
<thead>
<tr>
<th>Total Images</th>
<th>Successful</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>322</td>
<td>322</td>
<td>100%</td>
</tr>
</tbody>
</table>

The mean and standard deviation values of all individual images (total 322) are plotted to understand the changes in individual images, see Fig. 18. Here, “blue” represents the mean and standard deviation of the 322 individual original images and “red” represents the values for the 322 individual rolling ball processed images.

![Figure 18. Histogram analysis comparison scatter plot for individual images (Total = 322).](image)

TABLE 2. Mean & standard deviation value for 322 images.

<table>
<thead>
<tr>
<th>Image</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processed Image</td>
<td>54.481</td>
<td>74.419</td>
</tr>
<tr>
<td>Original Image</td>
<td>54.077</td>
<td>74.122</td>
</tr>
<tr>
<td>Total Change</td>
<td>0.404</td>
<td>0.297</td>
</tr>
</tbody>
</table>

The MSE is the average squared difference between each pixel of the ground truth image (i.e., original image) and the processed image. An MSE which is close to 0 is considered better. If the MSE is equal to 0, there is no noise, and hence no need to find the PSNR.

$$\text{MSE} = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} (G(i,j) - P(i,j))^2$$

(12)

where, \(G\) is the ground truth image (i.e., original image) and \(P\) is the processed image. \(m\) and \(n\) represent the pixels of \(G\) and \(P\) and \(i, j\) represents the rows of the pixels \(m, n\).

PSNR is the ratio between the maximum possible power of a signal and the power of the corrupting noise affecting the quality of the image. It is calculated, using the previously calculated MSE value.

$$\text{PSNR} = 20 \log_{10} \left( \frac{\text{MAX}}{\sqrt{\text{MSE}}} \right)$$

(13)

where, MAX is the maximum pixel value of the image (i.e., 255). For an 8-bit image, the PSNR values are usually between 30 to 50 dB [49]. If the PSNR value for an image is high, the image quality is considered good. Values over 40 dB are considered very good, whereas below 20 dB are considered unacceptable [49].
Structural Similarity Index Measure

SSIM is used to measure image quality degradation caused by processing. SSIM is calculated between 2 images (Original Image and the Processed Image). The index is in the range of −1 to 1, where 1 indicates ‘perfect structural similarity’ and 0 ‘no similarity’. It is calculated by sliding a ‘GAUSSIAN’ window of size 11 × 11 [29].

$$SSIM(x, y) = \frac{(2\mu_x \mu_y + c_1)(2\sigma_{xy} + c_2)}{(\mu_x^2 + \mu_y^2 + c_1)(\sigma_x^2 + \sigma_y^2 + c_2)}$$  \hspace{1cm} (14)$$

where, \(\mu_x\) and \(\mu_y\) is the averages of two images \((x, y)\) calculated by using the gaussian window. \(\sigma_x^2\) and \(\sigma_y^2\) is the variance and \(\sigma_{xy}\) is the covariance of \(x\) and \(y\). \(c_1\) and \(c_2\) are the two variables used to stabilize the division, where \(c_1 = (0.01 \times 255)^2\) and \(c_2 = (0.03 \times 255)^2\). The values 0.01 and 0.03 are by default.

MSE, PSNR, and SSIM values are calculated by comparing the ground truth (G) (i.e. original images) and the rolling ball algorithm processed images (P). Values for 10 images that were selected at random are shown in Table 3.

### TABLE 3. MSE, PSNR, SSIM values for 10 images.

<table>
<thead>
<tr>
<th>Image (G - P)</th>
<th>MSE</th>
<th>PSNR</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>mdb001</td>
<td>1.8495</td>
<td>45.4601</td>
<td>0.9852</td>
</tr>
<tr>
<td>mdb018</td>
<td>1.4440</td>
<td>46.5348</td>
<td>0.9880</td>
</tr>
<tr>
<td>mdb022</td>
<td>2.3885</td>
<td>44.3495</td>
<td>0.9804</td>
</tr>
<tr>
<td>mdb033</td>
<td>1.6491</td>
<td>45.9582</td>
<td>0.9871</td>
</tr>
<tr>
<td>mdb049</td>
<td>2.1819</td>
<td>44.7424</td>
<td>0.9816</td>
</tr>
<tr>
<td>mdb086</td>
<td>1.9967</td>
<td>45.1276</td>
<td>0.9834</td>
</tr>
<tr>
<td>mdb095</td>
<td>3.1219</td>
<td>43.1864</td>
<td>0.9763</td>
</tr>
<tr>
<td>mdb137</td>
<td>2.9069</td>
<td>43.4963</td>
<td>0.9799</td>
</tr>
<tr>
<td>mdb166</td>
<td>1.4729</td>
<td>46.4488</td>
<td>0.9873</td>
</tr>
<tr>
<td>mdb300</td>
<td>2.7332</td>
<td>43.7640</td>
<td>0.9702</td>
</tr>
</tbody>
</table>

PSNR values for all 322-rolling ball processed images are in the range of 42-47 dB, which suggests that the images are of good quality [49]. SSIM values are in the range of 0.97 to 0.99, which means the images are structurally similar even after the application of the rolling ball algorithm.

2) HUANG’S FUZZY THRESHOLDING & MORPHOLOGICAL TRANSFORMATIONS

After processing the rolling ball processed images with Huang’s fuzzy thresholding and morphological transformations, the results were analyzed.

### Histogram Analysis Between Original Image and Background Removed Image

The background is removed from 322 images, and the mean gray value and standard deviation were calculated for all the images.

It can be seen from the histograms above that there is a difference in the histograms of the original image histogram and the background removed histogram.

### TABLE 4. Mean & standard deviation comparison.

<table>
<thead>
<tr>
<th>Image</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original Image</td>
<td>54.077</td>
<td>74.122</td>
</tr>
<tr>
<td>Background Removed</td>
<td>51.100</td>
<td>74.337</td>
</tr>
<tr>
<td>Total Change</td>
<td>2.977</td>
<td>0.215</td>
</tr>
</tbody>
</table>

As can be observed from Table 4, after removing the background, the total change (original image – background removed image) in the mean gray value of 322 images has decreased by 2.977 and the standard deviation has increased by 0.215. This has increased the contrast of the images, making the details clearer [50].

The values of the mean and standard deviations values of individual images (total 322) were plotted to understand the changes in individual images (see Fig. 20). Here, “red” represents the mean and standard deviation of 322 individual original images and “black” represents 322 individual background removed images.

Images After Applying Rolling Ball, Huang’s Threshold & Morphological Transformations

As can be seen in Fig. 21, the proposed method for background removal is capable of removing artifacts from the image, along with unwanted areas. Removing unwanted areas at the pre-processing stage will save computational time for the D-CNN.

3) COMPARISION WITH RESULTS FROM OTHER RESEARCH

Hazarika and Mahanta [19] used morphological transformations to remove the background from mammogram images. They used a structuring element of length 10 pixels and angle 15 to apply a closing operation and a disk structuring element of radius 2 pixels for the erosion operation, which...
resulted in an accuracy of 98.7% in removing the artifacts. Mina et al., [51] also used “morphological transformations” to remove the background from the images. They have used a flat disk-shaped structuring element (STREL) of radius 5 pixels. The operations were implemented using MATLAB functions and achieved an accuracy of 99.06%. Although both Hazarika and Mahanta [19] and Mina and Isa [51] used the same methods (binary thresholding and morphological transformations), their results are different, as can be seen from Table 5, and they did not provide results in terms of effects of processing on the image quality and details.

Our research has also used morphological transformations, but along with the rolling ball algorithm we implemented Huang’s fuzzy thresholding, achieving a success rate of 100% in removing the background from the images without affecting the image quality and details. Implementing the methods proposed by [19] and [51] through OpenCV Python yielded an average computational time of 0.008 seconds in processing each image, whereas the average computational time for our proposed method (Rolling ball algorithm, Huang’s fuzzy thresholding, and Morphological transformations) was only 0.045 seconds.

### B. PECTORAL MUSCLE REMOVAL

A total of 322 background removed images are used for implementing the proposed method for pectoral muscle removal. Firstly, the 322 images are down-sized from 1024 × 1024 pixels to 256 × 256 pixels. Secondly, the resized images are flipped to the right side. Finally, the pectoral muscle is removed. The images are down-sized so that the computations can be performed faster.

**Histogram Analysis After Resizing the Right-Side Flipped Image**

To understand how the resizing and flipping affect the quality of the details in the image, the mean and standard deviation is calculated for 322 resized and flipped images, see Table 6.

The mean gray value has remained approximately the same compared to the value of the background removed image. It is lower than the mean of the original image by 2.978. The standard deviation has decreased by 0.168 compared to the background removed image value but is still higher than the original image value.

After implementing the proposed method for pectoral muscle removal on 322 MIAS resized and right-side flipped images, most of the muscle area could be removed from 319 or 99.06% of the images, as shown in Table 7.

**Dice Similarity Coefficient**

In this research, Dice similarity is calculated to estimate the accuracy of breast border and muscle boundary estimation or extraction.

\[
DSC = \left( \frac{2 \times \text{Area of Overlap}}{\text{Total Number of Pixels in both Images}} \right) \tag{15}
\]

The area of overlap is estimated between the ‘breast and muscle boundary extracted from original image’ and ‘boundary extracted from processed image’, as seen in Fig. 23. The Dice coefficient is calculated between two binary images that have borders extracted. The Dice coefficient values are in the range of 0 to 1, where 1 indicates a high similarity between the images.

As seen in Table 8, the same 10 images that were used to calculate MSE, PSNR, and SSIM values are used to calculate the dice coefficient score. Averaging, the above values produced a Dice Score of 0.977 ± 0.015 or 97.7 ± 1.5%,
which suggests that applying the proposed methods on the mammogram images did not affect the breast boundary and pectoral muscle boundary estimation. Therefore, the Canny edge detection process will be able to detect the muscle boundary accurately and remove the pectoral muscle. The table below compares the dice scores of various researchers.

### TABLE 8. DSC (Ground truth and processed image).

<table>
<thead>
<tr>
<th>Image</th>
<th>DSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>mdb001</td>
<td>0.9920</td>
</tr>
<tr>
<td>mdb018</td>
<td>0.9862</td>
</tr>
<tr>
<td>mdb022</td>
<td>0.9763</td>
</tr>
<tr>
<td>mdb033</td>
<td>0.9738</td>
</tr>
<tr>
<td>mdb049</td>
<td>0.9688</td>
</tr>
<tr>
<td>mdb086</td>
<td>0.9672</td>
</tr>
<tr>
<td>mdb095</td>
<td>0.9747</td>
</tr>
<tr>
<td>mdb137</td>
<td>0.9829</td>
</tr>
<tr>
<td>mdb166</td>
<td>0.9633</td>
</tr>
<tr>
<td>mdb301</td>
<td>0.9886</td>
</tr>
</tbody>
</table>

1) **MSE, PSNR AFTER MUSCLE REMOVAL**

During the pectoral muscle removal process noise is added to the background removed images. Often neural network models perform well at the training stage and testing stage, but poorly when used in the real world. Using clean data for training and then using real-world data (which is usually less clean) can decrease the performance of the neural network.

After processing the background removed images with pectoral muscle removal methods, some noise is added to the images with the intention that the image quality is not affected too much. MSE and PSNR values of the original and the processed images are calculated.

For all the 322 images the values of PSNR stayed between 35-43 dB, which is considered acceptable as it is in the range of 30-50 dB [49]. Results were collected using the same 10 images that were used before, as shown in Table. 10.

### TABLE 10. MSE & PSNR.

<table>
<thead>
<tr>
<th>Image</th>
<th>MSE</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>mdb001</td>
<td>8.3762</td>
<td>38.9003</td>
</tr>
<tr>
<td>mdb018</td>
<td>6.2108</td>
<td>40.1992</td>
</tr>
<tr>
<td>mdb022</td>
<td>8.3826</td>
<td>38.8970</td>
</tr>
<tr>
<td>mdb033</td>
<td>9.6968</td>
<td>38.2644</td>
</tr>
<tr>
<td>mdb049</td>
<td>8.8646</td>
<td>38.6542</td>
</tr>
<tr>
<td>mdb086</td>
<td>8.2119</td>
<td>38.9863</td>
</tr>
<tr>
<td>mdb095</td>
<td>7.1120</td>
<td>39.6108</td>
</tr>
<tr>
<td>mdb137</td>
<td>5.7179</td>
<td>40.5583</td>
</tr>
<tr>
<td>mdb166</td>
<td>4.0736</td>
<td>42.0309</td>
</tr>
<tr>
<td>mdb301</td>
<td>9.0002</td>
<td>38.5870</td>
</tr>
</tbody>
</table>

2) **COMPARISON OF RESULTS WITH PREVIOUS RESEARCH**

Taghanaki et al. [26] proposed methods for prefiltering and identification of the breast boundary and extraction of muscle using geometric rules, and optimization methods for images with curved muscle boundaries. They applied Contrast-Limited Adaptive Histogram Optimization (CLAHE) parameters to enhance the images to extract clear details and strong edges. Then, they applied “Canny edge detection” to images, converted to binary, to extract the breast boundary. To identify the location of the muscle, a vector distance transformation strategy was implemented to search for the medial axis, radius, and center of the muscle boundary, optimizing the methods for images with curved muscle boundaries. They applied their methods on 322 MIAS images and achieved an average Dice score of 97.8±0.8% for extraction of the muscle region. This resulted in an
accuracy of 95% in removing the muscle. In our research, after processing the images with “rolling ball algorithm” and “Huang’s fuzzy thresholding” to enhance the details and edges in the images, using the Canny edge detection and Hough line transform produced a dice score of 97.7±1.5% in estimating the pectoral muscle boundary and a 99.06% accuracy in removing the muscle. For images with curved muscle boundaries, the remainder after application of these removal methods is addressed by implementation of LUTs (image enhancements) to highlight the ROIs and regions within the ROIs. This saves computational time for the muscle removal process, as shown in Table 20. Rampun et al. [22] proposed methods for estimation of breast and muscle boundary, and segmentation of the muscle region. They investigated 25 image features and selected “entropy” because of its simplicity to distinguish texture along the skin-air breast boundary. They then used Canny edge detection and active contour-based methods for breast boundary estimation. They used the Robust Local Regression MATLAB function to smooth the detected muscle boundary. They obtained a dice similarity coefficient of 97.8% and an accuracy of 99.4% in detecting and estimating the pectoral muscle boundary. The only drawback of their method is the average computational time, which is 7 seconds (see Table. 20) per image, compared to 0.35 seconds for our method. Bora et al. [31] proposed a method for pectoral muscle removal, based on texture gradient and Hough line transform along with Euclidean distance regression with polynomial modeling for curve fitting. They were able to achieve 96.75% accuracy. The drawback of their method is the computational time, which is 4.81 seconds because they tried to focus on removing the curved muscle boundaries in the processing stage itself. We believe that rather than focusing on curved boundaries in the processing stage itself, which increases the computation time, this can be tackled using the LUTs to extract the ROIs and regions within the ROIs. Rahimetoe et al., [62] in their research proposed an automatic pectoral muscle removal method based on the connected component labeling method. The muscle region was extracted using Otsu’s multi-thresholding method. They were able to achieve 93.36% accuracy in detecting the pectoral muscle. The average computational time of their muscle removal method was 1.3314 seconds per image, which is high when compared to the computational time of our muscle removal method (i.e., 0.35 seconds).

Our research has used both Canny edge detection and Hough line transform after processing the images with background removal methods, to detect and remove the muscle area from the images. We achieved a dice similarity of 97.7±1.5% in estimating the muscle boundary and an accuracy of 99.06% in removing the muscle. For images with curved muscle boundaries, the remainder after application of these removal methods is addressed by implementation of LUTs (image enhancements) to highlight the ROIs and regions within the ROIs. This saves computational time for the muscle removal process, as shown in Table 20. Rahimeto et al. proposed methods for estimation of breast and muscle boundary, and segmentation of the muscle region. They investigated 25 image features and selected “entropy” because of its simplicity to distinguish texture along the skin-air breast boundary. They then used Canny edge detection and active contour-based methods for breast boundary estimation. They used the Robust Local Regression MATLAB function to smooth the detected muscle boundary. They obtained a dice similarity coefficient of 97.8% and an accuracy of 99.4% in detecting and estimating the pectoral muscle boundary. The

TABLE 11. Results comparison.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Method</th>
<th>Dataset</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rahimeto et al. (2019)</td>
<td>Connected Component Labeling &amp; Otsu Binary Thresholding</td>
<td>322 MIAS + Locally Collected Images</td>
<td>93.36%</td>
</tr>
<tr>
<td>Taghanaki et al. (2017)</td>
<td>Geometry-based Segmentation using Canny Edge Detection</td>
<td>Random Images from INBreat [54], IRMA [55], MIAS [7]</td>
<td>95%</td>
</tr>
<tr>
<td>Vikhe et al. (2017)</td>
<td>Enhancement Filter &amp; Least Square Error (LSE)</td>
<td>322 MIAS Images</td>
<td>96.56% (Acceptable)</td>
</tr>
<tr>
<td>Bora et al. (2016)</td>
<td>Texture Gradient, Hough Line Transform, Euclidean Distance Regression with Polynomial Modelling for Curve Fitting</td>
<td>340 Images (200 MIAS, 100 Computed Radiography Images, 40 Full-Field Digital Images)</td>
<td>96.75%</td>
</tr>
<tr>
<td>Maitra et al. (2012)</td>
<td>Seeded Region Growing Algorithm</td>
<td>322 MIAS Images</td>
<td>95.71% (Acceptable)</td>
</tr>
<tr>
<td>Bick et al. (1995)</td>
<td>Binary Thresholding, Region Growing, Morphological Filtering</td>
<td>740 Digitalized Mammograms</td>
<td>97% (Acceptable)</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>Canny Edge Detection, Hough Line Transform</td>
<td>322 MIAS Images</td>
<td>99.06%</td>
</tr>
</tbody>
</table>

C. IMAGE ENHANCEMENTS

First, the grayscale images are converted to RGB color images to collect the RGB values in the image. Applying the LUTs on the images can extract the ROIs and regions within the ROI.

1) INVERT LUT

a) HISTOGRAM ANALYSIS BETWEEN ORIGINAL IMAGE & INVERT LUT

As observed in Fig. 24, the mean gray value and standard deviation value stayed the same even after inverting the gray level values in the image. Image “mdb001” is used for the analysis. Applying the LUT did not affect the image.

b) RGB ANALYSIS

RGB (Red, Green, Blue) analysis is performed to understand the change in intensity values of each pixel in the LUT applied
image. First, the 8-bit grayscale image is applied with a LUT and then converted to an RGB color image.

RGB Analysis of Original Image (8-bit image converted to RGB color image):

As can be seen from Table. 12, the red, green, and blue means values in the image stayed neutral. When all the colors are equal, it indicates that there is a neutral color in the original image, such as white, gray, or black, (in this class a gray-scale image).

As observed in Table. 12 and Table. 13, the values remain constant for both images. Image “mdb001” used for analysis.

Here, the veins and other details in the image can be more easily identified. As can be seen in Fig. 25, after applying the invert LUT, the mean gray value has also inverted (255-V) i.e., 218.465.

2) CTI_RAS LUT
a: HISTOGRAM ANALYSIS BETWEEN ORIGINAL IMAGE & CTI_RAS LUT
As observed in Fig. 26, the mean and standard deviation values remain the same for both images. Image “mdb001” is used for the analysis. Applying the LUT did not affect the image.

b: RGB ANALYSIS
Between Original Image (Table. 11) and CTI_RAS Applied Image (Table. 14).

RGB analysis of CTI_RAS LUT Image (8-bit image applied with LUT, then converted to RGB color):

As observed in Table. 14, RGB analysis after applying the CTI_RAS LUT produced slightly different values that are close to each other, which means the corresponding color in the original image is closer. As seen in Fig. 27, this change in values will be used by the D-CNN to detect the borders of the ROI in the image and then extract it for detecting cancer. Image “mdb001” used for analysis.
3) ISOCONTOUR LUT

a: HISTOGRAM ANALYSIS BETWEEN ORIGINAL IMAGE & ISOCONTOUR LUT

As observed in Fig. 28, the mean and standard deviation values remain the same for all the images. Image "mdb001" is used for the analysis. Applying the LUT did not affect the image.

b: RGB ANALYSIS

A comparison between the Original Image (Table 12) and the ISOCONTOUR Applied Image (Table 15) and the Invert LUT Applied Image (Table 16) was done.

RGB analysis of ISOCONTOUR LUT image (ISOCONTOUR LUT applied on the original image, and then converted to RGB color) is shown in Table 15:

<table>
<thead>
<tr>
<th>Label</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red</td>
<td>41.052</td>
<td>70.784</td>
</tr>
<tr>
<td>Green</td>
<td>41.342</td>
<td>70.715</td>
</tr>
<tr>
<td>Blue</td>
<td>40.853</td>
<td>69.142</td>
</tr>
<tr>
<td>(R+G+B)/3</td>
<td>41.080</td>
<td>69.742</td>
</tr>
</tbody>
</table>

RGB analysis of Invert LUT image (ISOCONTOUR LUT image applied with Invert LUT, then converted to RGB color) is shown in Table 16.

<table>
<thead>
<tr>
<th>Label</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red</td>
<td>221.322</td>
<td>60.163</td>
</tr>
<tr>
<td>Green</td>
<td>221.085</td>
<td>58.983</td>
</tr>
<tr>
<td>Blue</td>
<td>221.994</td>
<td>58.175</td>
</tr>
<tr>
<td>(R+G+B)/3</td>
<td>221.800</td>
<td>58.826</td>
</tr>
</tbody>
</table>

D. COMPLEXITY OF THE ALGORITHMS & PROGRAMS

Both time complexity (BIG O) and cyclomatic complexity (McCabe’s) are calculated for the algorithms and programs used in this research. Time complexity is calculated by measuring the run-time of the algorithms against inputs of various sizes. Cyclomatic complexity is used to measure the complexity of the algorithms and the python code programs involved in this research.

1) TIME COMPLEXITY

Time complexity describes the amount of time required to run the algorithms and programs used in this research. The MIAS dataset (322 images) is divided into random inputs of various sizes for the algorithms and programs so that the execution time can be plotted and represented using the ‘Big O notation’. Overall time complexity is calculated for the background removal process, pectoral muscle removal process, and the image enhancement process.

a: BACKGROUND REMOVAL

Time complexity is calculated separately for the execution of the rolling ball algorithm, Huang’s fuzzy thresholding, and morphological transformation. As shown in Table 17, various input sizes are used to calculate the execution time.

For Rolling Ball Algorithm,
Based on the values in Table 17 a graph is plotted with the x-axis representing the input size and the y-axis representing the execution time, as seen in Fig. 30.

It can be seen from Fig. 30 that the execution time increases linearly and in direct proportion to the input sizes. Therefore, the time complexity is \( O(n) \) for Huang’s Fuzzy Thresholding and Morphological Transformation.

Based on the values from Table 18, an (x, y) graph is plotted of input size versus execution time, as shown in Fig. 31. It can be seen that the graph is increasing linearly, corresponding to the time complexity of \( O(n) \).

b: PECTORAL MUSCLE REMOVAL
The time complexity is also calculated for the execution (run-time) of the pectoral muscle removal python program (Canny edge detection and Hough line transform) for inputs of various sizes.

Based on values from Table 19, a graph is plotted of input size versus execution time in seconds, see Fig. 32. It can be noted that the graph is increasing linearly. Therefore, the time complexity is \( O(n) \).

The total computational time of our method is shorter than that of most other methods [62], [67], [68], [69], as shown in Table 20.

c: IMAGE ENHANCEMENTS
Time complexity is calculated for execution (run-time) of LUTs on different input sizes. The execution time is constant for all the input sizes. For an input size of 320 images, it took 0.15 seconds to apply the LUT and the same time was found for input sizes of 1, 10, and 50 images. Therefore, the time complexity is \( O(1) \).

2) CYCLOMATIC COMPLEXITY
Cyclomatic complexity is the number of decisions a block (function, method, or class) of code contains. This number is called the McCabe number and is equal to the number of linearly independent paths through the code (based on the control flow graph). To compute the cyclomatic complexity, we have used a python tool called “Radon”. The complexity is ranked from A to F based on the score, where ‘A’ (1-5) denotes the most simple and best code, ‘B’ (6-10) denotes well-structured and stable blocks, ‘C’ (11-20) denotes moderate and slightly complex block and ‘F’ (41-) denotes very high risk and unstable code. Cyclomatic complexity is calculated by using the equation
\[
M = E - N + 2P
\]
where \( E \) is the number of edges in the control flow graph of the program, \( N \) is the number of nodes in the graph and \( P \) is the number of connected components.
As shown in Table 21, the overall average cyclomatic complexity score for the combined algorithms and programs involved in this research for image pre-processing is equal to 5.3 (A), which means they are the simplest and best.

### Statistical Significance of the Results

Statistical significance quantifies whether a result is likely to be due to chance or due to the factor of interest [59]. The results of background removal and the results of pectoral muscle removal are evaluated separately.

#### 1) Background Removal Results

After removing the background from the original images using the proposed method, the results are generated in terms of histograms. Evaluation of the significance of the results is based on the histogram values of the background removed images. As the artifacts and noise have been removed from all the images, the mean and standard deviation of the pixel values should be in the same range for all the images. Evaluating the significance of the results is a step-by-step process. Two datasets are created with histogram results of 31 random images. As the artifacts and noise have been removed from all the images, the mean and standard deviation of the pixel values should be in the same range for all the images. Evaluating the significance of the results is a step-by-step process. Two datasets are created with histogram results of 31 random background removed images each.

Firstly, a “Null Hypothesis” is created by stating that there is no difference between the datasets. Secondly, an “Alternative Hypothesis” stating the opposite of the null hypothesis is created. These hypotheses are used to determine the significance of the results.

Determining the ‘Alpha’ value is an important step to determine the significance level, which is the probability of rejecting a null hypothesis when the hypothesis is true. Here, alpha (α) = 5% or 0.05. Based on the alpha value, the confidence level is calculated (i.e., (1 – α)), which is equal to 0.95 or 95%.

#### a: Standard Deviation

After determining the alpha value, “Standard Deviation” values (S1 and S2) for both the datasets are calculated using equation 16.

\[
S = \sqrt{\frac{\sum (x_i - \mu)^2}{(N - 1)}}
\]

where S is the standard deviation, \(x_i\) is individual data and \(\mu\) is mean of the dataset, N is the size of the dataset (i.e., 31). Calculating S1 and S2 for 2 datasets of size N = 31 using equation 16 yielded the values 10.295 and 13.380, respectively.

#### b: Standard Error

The standard error is calculated based on the standard deviation values of two datasets of size 31, using equation 17.

\[
S_d = \sqrt{\left(\frac{S_1}{N_1}\right) + \left(\frac{S_2}{N_2}\right)}
\]

where \(S_d\) is the standard error and \(S_1\) and \(S_2\) are standard deviations of two datasets of size \(N_1\) and \(N_2\). Calculating \(S_d\) using equation 17 yields 0.8734.

#### c: T-Score

T-score is used to compare two datasets to identify the probability that they are significantly different.

\[
T = \frac{(\mu_1 - \mu_2)}{S_d}
\]

where T is T-score, \(\mu_1\) and \(\mu_2\) is mean of dataset 1 and dataset 2 and \(S_d\) is the standard error. Calculating the T-score using equation 18 yields 15.539.

#### d: Degree of Freedom

The degree of freedom (df) tells about how many values in a calculation can vary acceptably. It is calculated by adding the two datasets and subtracting 2. Calculating df yields 60 (i.e., \((31 + 31) - 2\)).

#### e: T-Distribution Table to Find Statistical Significance

Using the T-distribution table values, the significance of the conclusion is determined. Using df and T-score values mentioned above gives a p-value is smaller than 0.0005 (i.e., confidence level greater than 0.9995), which is well below the significance level (α) of 0.05. Therefore, it can be concluded that the background removal results are statistically significant.

#### 2) Pectoral Muscle Removal Results

The statistical significance of the pectoral muscle removal results is calculated using “Dice-Similarity Co-efficient” values because the muscle removal process depends on muscle boundary estimation and extraction. The significance of the results is determined by following the step-by-step process explained before.

Here, the ‘Alpha (α) value’ is set as 0.05 or 5%. Therefore, the confidence level is 0.95 or 95%. Two datasets of size N = 31 are selected, which contains the dice scores from random images.

Calculating the standard deviation (S) for the datasets using equation 16 yields 0.0078 and 0.0167, respectively. Using the S values of both the datasets, the standard error (Sd) is calculated using equation 17, which yields 0.0328.

Using the mean values of both the datasets (0.9808 and 0.9321) and the standard error value, the T-score is calculated using equation 18 which yields 1.7294. The degree of

<table>
<thead>
<tr>
<th>Algorithm or Program</th>
<th>Rank</th>
<th>Average Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rolling Ball Algorithm</td>
<td>B</td>
<td>6.2</td>
</tr>
<tr>
<td>Huang’s Thresholding</td>
<td>C</td>
<td>11</td>
</tr>
<tr>
<td>Morphological Transformations</td>
<td>A</td>
<td>2</td>
</tr>
<tr>
<td>Pectoral Muscle Removal</td>
<td>A</td>
<td>2</td>
</tr>
<tr>
<td><strong>Total Average of Average Score</strong></td>
<td>5.3 (A)</td>
<td></td>
</tr>
</tbody>
</table>
TABLE 22. Significance of results (Background removal results & pectoral muscle removal results).

<table>
<thead>
<tr>
<th>Significance of Results</th>
<th>Dataset Size (N)</th>
<th>Standard Deviation (S)</th>
<th>S_a</th>
<th>d_f</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background Removal Results</td>
<td>31</td>
<td>10.295 (S1)</td>
<td>0.8734</td>
<td>60</td>
<td>&lt;0.0005</td>
</tr>
<tr>
<td></td>
<td>31</td>
<td>13.380 (S2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pectoral Muscle Removal Results</td>
<td>31</td>
<td>0.0078 (S1)</td>
<td>0.0328</td>
<td>60</td>
<td>0.05 - 0.025</td>
</tr>
<tr>
<td></td>
<td>31</td>
<td>0.0167 (S2)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Freedom (d_f) is equal to 60. Using d_f and T-score values, the T-Distribution table is checked to determine the significance of the results. In this case, the p-value is between the significance level (α) of 0.05 and 0.025 (i.e., the confidence level is between 0.95 and 0.975). It can therefore be concluded that the pectoral muscle removal results are statistically significant. Table 22 illustrates the statistical significance of results for background removal and pectoral muscle removal results.

V. CONCLUSION

Developing effective training data for the D-CNN is the primary goal of this research. Therefore, methods for background removal, pectoral muscle removal, and image enhancements are proposed. During the background removal process, artifacts and noise are removed from the images. During the pectoral muscle removal process, noise is again added into the images without affecting the quality of the details in the images, so that data can represent real-world scenarios while training the D-CNN. This may improve the performance of the neural network when used in the real world. LUTs are applied during the image enhancement process to outline the ROIs and regions within the ROIs. This research has implemented the “Rolling ball algorithm”, “Huang’s Fuzzy Thresholding”, “Morphological Transformations”, “Canny Edge Detection”, “Hough Line Transform” and “Look Up Tables (LUTs)” on 322 MIAS images to create datasets for D-CNN. The proposed methods can remove background from 100% of the images and pectoral muscle from 99.06% of the images and the image-enhancements can outline the ROIs and regions within the ROIs clearly.

FUTURE WORK

After processing the mammographic images using the proposed methods, training data, validation, and testing data for the Deep-CNN will be created. As shown in Fig.33 a Deep-CNN will be built and trained to detect and classify the abnormalities and their severities from the mammogram images, along with various other characteristics.

The processed images will be separated into three datasets with 70% for training, 10% for validation, and 20% for testing. First, the training data will be passed through several convolutional layers to apply the Rectified Linear Unit (ReLU) operation to increase non-linearity in the images, to perform batch normalization and max pooling, and finally, dropout will be used to improve the generalization performance of the D-CNN model. Feature maps are used at each layer to understand what features each layer has detected from the passage of the image. Several Dense ReLU layers will be used to improve the performance of the trained neural network. Various features such as statistical features, morphological features, texture features, multi-resolution features, etc., will be extracted from the passage of images through the convolution layers. The extracted features will be used to classify the images into normal, benign, and malignant cases. The neural network will also be trained to identify the coordinates of the abnormality. During the training process, validation data will be used to fine-tune the parameters and make changes to the network accordingly, so that the performance can be improved. Finally, testing data will be used to test the trained network.

SOURCE CODES

To facilitate reproducible research and help the academic community we are releasing the python source codes for the algorithms and programs that are used in this research. The source codes are released on: https://github.com/ABRB13/BreastCancer
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