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Abstract

Outlying feature set of groups is wuseful in many applicationscenarios.However, most of existing literatures
focusedoncharacterizing outlying feature set of individuals rather than group level. A method that can identify outlying feature
setof groups effectively from large scale dataset is not yet available. This paper aims to tackle this challenge by proposing a
novelgroup outlying feature set identification algorithm, named GOFSI, which can identify the outlying feature set at the group
level

automatically. The Experiments on both synthetic and real-world data sets confirmed the effectiveness of ourmethod.
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1. Main text

Outlying feature set characterization is the process of identifying feature set, on which the query data is the most
distinct from the rest of the data under consideration, it has many real-world applications. For instances, a car buyer
may be focus onthe features that make a specific car distinct from others to support his purchase decision making. A
manager may be interested in identifying factors, which make his brand different from others [11].

A major drawback in the existing technology is that their algorithms were designed to identify feature set that
makes a particular object most distinct from others, but not for a group of objects. There many real-world
applications where the practitioners or decision-makers are interested in outlying features of a specificgroup, such as
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a group of web service [12] or hotels[13]. [7] formulated this task as Group Outlying Aspects Mining (GOAM), and
proposed an algorithm with the same name to identify these outlying features for groups. However, the generated
result of the GOAM algorithm contains two kind of outlying subspaces. Judgment from users is required to
determine which feature(s) should be included in the final outlying feature set. This requirement is unsuitable for
outlying feature set characterization that involves a large number of features. Besides, the efficiency of GOAM is
largely affected by the settings of the user-specified threshold. An inappropriate threshold may decrease the
effectiveness of this algorithm.

This paper aims to address the limitations of GOAM by proposing a new technique, called Group Outlying
Feature Set Identification (GOFSI), which can identify the outlying feature set at the group level automatically.
GOFSI has a major advantage over GOAM, as users are not required to specify thresholds, while the determination
of the outlying feature set of a specific group are carried out automatically. Such improvement makes GOFSI
applicable for the mining outlying feature set of groups that involve a large number of features.

2. Related work

Methods used in the outlying feature set characterizingproblem can be categorized into feature selection-
basedtechniques [1] and score-and-search based techniques [2]. Feature selection-basedtechniques solve outlying
feature set characterization problem by treating the selection of feature set as a binary classification problem, the
query data (positive class) versus rest of the data (negative class). One critical challenge in feature selection-based
approaches is to balance the data in these two classes because the sample number in positive class is commonly
smaller than that in the negative class. [1] tackled this issue by over-sampled the positive class. [5] used the samples
extract from a Gaussian distribution centered at the target point to balance the data between these two classes. The
feature set with the best classification performance will be reported as the final outlying feature set to interpret the
distinctiveness of the query data. One main drawback of feature selection-basedapproaches are considered as the
extension of the positive synthetic distributions [5] because the positive distribution always has the same variance in
every dimension and is commonly determined by the distance of query data and its kth nearest neighbor in full
feature set. This method expected to affect all feature set equally, but actually, some feature set may affected by this
setting more than others. [6].

Score-and-search based approaches are another set of common techniques for the outlying feature set
characterization [7]. Along this line of research, a function that can evaluate the outlying degree of the query object
in each candidate feature set is required. The feature set with the highest outlying degree will be reported as the final
output [8]. One pioneering work in the score-and-search based approach is from [10], in which they proposed an
algorithm named HOS-Miner to evaluate the outlying degree of the target point. [4] proposed a kernel density
basedscoring function for the large-scale data processing task. Although these methods have praiseworthiness
performance in solving the outlying feature set characterizing problems, all of these methods are not suitable for
measuring the outlying degree of groups. To this end, [7] proposed an Earth Moving Distance based scoring
function, and confirmed its effectiveness in measuring the outlying degree of group data. However, the GOAM
algorithm proposed in this paper requires the user to determine which features should be included in the later
iteration. This requirement is unsuitable for the outlying feature set characterizing in a large number of features.

3. GOFSI Algorithm
3.1. GOFSI Problem Statement

This section presents and formally defines the problem of GOFSI, which help guide the subsequent algorithm
development.
Definition 1 (GOFSI Problem).Let G = [, G-, Gg. . &, } denote n groups, in which G, represents the query

group,and {G-, Gy, -, G, } are the contrast groups. Individuals in each group have d features F = {f;, .. 3} Let
pls)denote the scoring function that can measure the outlying degree of each candidate feature set. Then the
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problem of GOFSI is to identify a feature set = = F on which the query group G, is most distinct with other groups,
namely, withthe highest outlying degreep(s).
Definition 2 (Single Feature Set).Let F = [f,. f..=. fy Wrepresent d features of each member in every group F.
Then the single feature set denotes feature set which contains only a single feature f, namely, {fi L{f-1 . {f;}
Definition 3 (Union Feature Set).The union feature set refers to the feature set, which contains multiple

Jeaturesf, such as {fy. ). {fo. fo b Lo B} U for ). et
3.2. Group Feature Representation

This stage aims to generate a representation that can best reflect the feature quality at the group level. One
convenientapproach is to use aggregation functions [3], such as mean, median or mode, which output a
representative value foreach feature. However, the use of a single value scarifies the original feature distribution of
the data, and incapable ofcapturing the quality for groups of features. As such, we adopt an alternative approach
based on probability distributionto accommodate this task. For simplicity, we use discrete probability distribution in
this paper, however, the probabilitydistribution for continuous variable can also be used Let A = {o,.0..* . 0,1}
denotes a group of n objects withm features {f;. f.--. fi }. The values of all features are in the scale [/,4]. Suppose
there are m discretevalues in the scale [/, /]. For each feature fi, we compute the frequency of discrete values and
normalize them torepresent probability distribution, {P7i = p/*, /L -, pli1, the values of the elements pjeP
satisfyZ™ , pit = 1.

3.3. Outlying Degree Computation

Once the feature values of group members are represented as a discrete probability distribution. Earth
Mover’sDistance (EMD) [7] is adopted to evaluate the outlying degree between groups on each candidatefeature set.
The EMDof two discrete probability distributions B, and E. can be measured byEq. (1):

m m
m m
i=1 Zj:lci,j "

Where d;; is the ground distance between the element i and j of probability distribution P, and B

EMD(P:LJPE} —

respectively,which can be calculated by Euclidean distance, Manhattan distance or other distance. This work adopts
the Euclidean distance due to its efficiency. ¢;; represents the flow between the elements i and j of F, and E.
respectively, which canbe determined by solving a linear programming problem as Eq. (2):
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Suppose a group A has a z number of compared groups B, whose probability distribution on feature f is

{P]1, Pt ..., B]") The outlying degree of these two group on the feature fcan be measured by Eq.(3):
Diff (A B)i = ¥3_, EMD(B] . ] 3)

Note that the above description focuses on the single feature set. To evaluate the outlying degree for union feature
sets, the values of union feature sets for groups should be transformed to joint distributions of individual features.
Suppose DD £ F: |D] = =) is a union feature set, then its joint probability distribution of individual features can be
represented as {P? = PP, ., P21 and satisfies the constrain{Z™, p® = 1}. The outlying degree between union
feature sets can be measured with joint probability distribution following Eq. (1).

3.4. Outlying Feature Set Identification

We noted that the outlying degree tends to increase along with the dimension of feature set because adding more
feature(s) to feature set would amplify the distinctiveness. However, in the real-world applications, feature sets with
have large variances in individual features are not desirable for interpretation purpose. In some cases, the identified
feature set with the highest outlying degree can contain both high and low features, such feature set are not useful to
support decision making in practices. Therefore, we propose an approach to identify valuable outlying feature set, by
taking the inner difference between individual features in the union feature set S into consideration. The inner
difference between individual features in feature set D concerning group 4 is computed as Eq. (4):

Inner (A)° = X2, T2 EMD(PFi P ), (i 2 j)(4)
The adjusted outlying degree of group A and group B on a feature set D is computed as Eq. (5):
AdjDiff(A, BY? = Diff (A B)Y’ — Inner (A B)?(5)

Table 1. Synthetic Dataset

Group 1 Group 2 Group 3 Group4 Group 5

f & & AR £ & R|A R £ AR K K R|A £ £ A
Member 1 4 5 2 2|14 1 2 3|4 4 5 3|4 4 3 5|14 4 1 2
Member2 |2 4 4 4 (2 1 4 52 1 5 3|2 2 3 5 301 2
Member 3 1 5 3 3|11 1 3 41 3 5 41 2 4 5|1 3 1 2
Member4 (3 4 1 3 (3 1 4 413 3 5 2|3 3 2 5|3 3 2 2
Member5 |4 5 3 3|14 2 3 514 1 5 3|4 1 3 5|4 2 2 1
Member6 | 4 5 4 3[4 1 4 214 2 4 3|4 2 3 414 2 2 1
Member7 |5 5 3 3 (5 1 3 4|5 2 4 3|5 2 3 4|5 3 2 1
Member8 (3 5 3 3 (3 2 2 23 2 4 3|3 2 3 4|3 2 2 2
Member9 (2 5 3 3 (2 1 3 3|2 2 4 3|2 2 3 4|2 2 2 1
Member 10 1 4 3 3 1 1 3 3 1 2 4 3 1 2 3 4 1 2 2 1

4. Experiment and Analysis
4.1. Evaluation on Synthetic Data Set

We first experiment with a synthetic dataset to examine the performance of the proposed algorithm. Our data set
contains 5 groups, each with 10 members. The details of this data set are shown in Table 1. Intuitively, the most
distinctive feature of Group 1 is f., because members of Group 1 tends to have higher values on this feature than all
other groups. Similarly, the most distinctive feature of Group 3 and Group 4 are f; and f respectively. Besides, f
is also the most distinct features of Group 2 is, because it tends to have lower values on this feature than most of the
other groups. The most distinctive features of Group 5 is the union feature set {f;. f, 1, because it has lower values
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Table 2. Outlying degree of each group on every feature set.

Feature Set Group 1 vs. C Group 2 vs. C Group 3 vs. C Group 4 vs. C Group 5 vs. C
{fi} 0.00 0.00 0.00 0.00 0.00
{f:} 10.65 7.12 4.26 424 448
{f} 3.90 3.88 8.34 438 6.34
{fi} 3.77 4.42 3.77 7.02 8.19

Y 8.76 522 341 3.18 3.55
{fi.f:} 3.44 3.28 6.56 3.63 5.14
{fi.fa} 3.14 3.76 3.14 5.36 6.61
Feade} 9.86 6.65 7.70 6.75 7.33

f A 9.99 6.51 6.06 6.74 8.56
{ffi} 5.93 5.94 7.81 6.74 10.64
Fo Fofs} 7.58 4.57 5.38 5.16 5.59
{fisFulls} 7.33 4.45 4.57 4.40 6.46
{fisFalli} 475 5.21 5.42 4.45 8.27
Foo Fin i} 8.94 5.76 6.46 6.23 10.03
{fuufufafl} 5.69 3.12 3.26 2.97 6.83

on both of these features. Then we applied the GOFSI algorithm to this data set, and the adjusted outlying degrees of
all feature sets are computed, as shown in Table 2. The optimal feature set concerning each targeted group is
highlighted by underline, which is consistent with the above reasoning.

We also apply the algorithm, proposed in [7], to the data set for comparison. Table 3 shows the identified feature
set of GOAM for each group, the GOAM generated some individual feature sets and union feature sets for user’s
manual inspection. Although, GOAM correctly identified the outlying feature set of g,, g-, gz and g, it failed to
identify the outlying feature set of gs. The outlying feature set of g5 should be {f. f; } rather than {f:, f;}. This is
probably because GOAM removed individual features with high outlying degrees to ensure the distribution
similarities of members in the union feature set. This influent the outlying degrees of union feature set, which
contains individual features with high outlying degrees.

4.2. Evaluation on Real-World Data Set

We further validate the capability of GOFSI on a real-world data set collected from Booking.com. We collected
the rating data of 10 major hotel brands in Singapore in February 2019. Each hotel has

Table 3: The identified outlying feature set of GOAM.

Groups Individual feature set Union feature set
Group 1 {f.}(10.65) If. fl1252)
Group 2 {f:}(7.1z) ffe. £} (14.57]
Group 3 {f.lie34) {f.. f1(14.81)
Group 4 {£.1(7.02) if.. £)(15.71)
Group 5 {fie.19 {f:. fi}{1812)

rating data on seven features, since we adopted discrete probability distribution for GOFSI, the ratings are rounded
the nearest integer.

We use each hotel brand as the query group and the other groups as the compared groups. To ensure the
comprehensibility of discovered outlying feature set, we only evaluate the outlying degree up to three features
according to settings suggested in [7]. The outlying degrees of all those feature sets were computed, as shown in
Figure 1. The horizontal axis denotesthefeature set index, and the vertical axis denotes the adjusted outlying degree
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of the corresponding feature set. The red diamond represents those outlying feature set with the highest outlying
degree for each hotel brand. From this figure, we can see that the outlying degree of the feature sets tends to increase
as the number of features in each set increase. Details about the identified outlying feature set of each group are
shown in Table 4.

Table 4: Discovered outlying feature set of each group

Hotel Brand Name Outlying degree Outlying Feature Set

Aqueen 11.87 {comfort,facilites,wifi}

Far East Hospitality 13.64 {comfort,location,value}
Fragrance Hotel 14.18 {cleanliness,comfort,wifi}
Holiday InnExpress 17.12 {cleanliness,comfort,wifi}
Hotel 81 15.90 {cleanliness,comfort,facilites}
Millennium Hotels 11.57 {comfort,location,wifi}

Park Hotel Group 12.57 {cleanliness,comfort,wifi}
RedDoorz 14.24 {cleanliness,comfort,facilites}
Worldhotels 16.32 {comfort,location,wifi}

ZEN Rooms 15.42 {cleanliness,comfort,wifi}

outlying degree of each feature set
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Figure 1: Outlying degrees of each feature Set.

We examined the rating distributions of each hotel brand to determine whether the distinctiveness is a
competitiveadvantage or disadvantage. Taking Aqueen as an example, we found this brand is likely to have high
ratings (8, 8, 8) onall three features {comfort, facilities, wifi} than other brands. We can conclude that the
competitive advantageof Aqueen hotel brand is to have high ratings on comfort, facilities, and wifi features. As
such, the managers ofAqueen can emphasize this distinctiveness in their marketing or promotional materials to
attract consumers focus on both comfort, facilities and wifi. For Far East Hospitality brand, {comfort,location,
value} are its competitive advantages, because its member hotels are more likely to have high ratings on these
features (9, 9, 8 or 8, 9, 8) than other brands. The words of “high value”, “superior location” and “high comfort”can
appear on the advertising board of Far East Hospitality to attract potential customers.

On the other hand, the brands Hotel 81 and RedDoorz are distinct from other brands based on the feature sets
{cleanliness, comfort, facilities}. Hotels in these brands are likely to have lower rating on these threefeatures (7; 7;
7), which reflect their competitive disadvantages. Hotel managers of Hotel 81 and RedDoorz shoulddevelop
strategies to improve the user’s satisfaction on such features to eliminate the disadvantages. Similar
competitivedisadvantages were found for the Fragrance Hotel and ZEN rooms brands, whose member hotels are
more likely tohave lower ratings on {cleanliness, comfort, wifi} than other brands.
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5. Discussion and Conclusions

Many practical applications need to identify a set of features that make a particular group most distinct from
others.If practitioners can identify such features, beneficial operation strategies for their business will be easy
making. Forinstance, based on patterns discovered in our experiment, the hotel managers in Singapore can explicitly
identify thecompetitive prosand consof their hotel brands. Then a target-oriented advertisement strategy can
bedeveloped to attraction the potential customs. Previous works along this line of research mainly focused on
identifyingthe outlying feature set at the individual level, rather than group level, although [7] formalized this
problem, theproposed GOAM algorithm has several limitations which make it inefficient for application with large
scale data set withmany features under consideration.

Aiming to address this research gap, we proposed a novel outlying feature set characterizing algorithm named
GOFSI,which can determinate the outlying feature set of query group automatically. No manual intervention is
required duringthe outlying feature set characterizing procedure, which allow users to characterize the outlying
feature set of groupswith many features. The experiment results confirmed that GOFSI has better precision than the
prior technique (GOAM).GOFSI does not require any threshold settings, which ensure for its robust and stable
performance. A shortcomingof GOFSI is that it currently designed for the discrete probability distribution, where
the dimension of probabilitydistribution vector can be high when the scale of feature rating is large. Future works
can address this issue by extendingGOFSI to work with the continuous probability distribution.
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