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Abstract. Instantaneous implementation of systematic conservation plans at regional scales
is rare. More typically, planned actions are applied incrementally over periods of years or dec-
ades. During protracted implementation, the character of the connected ecological system will
change as a function of external anthropogenic pressures, local metapopulation processes, and
environmental fluctuations. For heavily exploited systems, habitat quality will deteriorate as the
plan is implemented, potentially influencing the schedule of protected area implementation nec-
essary to achieve conservation objectives. Understanding the best strategy to adopt for applying
management within a connected environment is desirable, especially given limited conservation
resources. Here, we model the sequential application of no-take marine protected areas (MPAs)
in the central Philippines within a metapopulation framework, using a range of network-based
decision rules. The model was based on selecting 33 sites for protection from 101 possible sites
over a 35-yr period. The graph-theoretic network criteria to select sites for protection included
PageRank, maximum degree, closeness centrality, betweenness centrality, minimum degree, ran-
dom, and historical events. We also included a dynamic strategy called colonization–extinction
rate that was updated every year based on the changing capacity of each site to produce and
absorb larvae. Each rule was evaluated in the context of achieving the maximum metapopulation
mean lifetime at the conclusion of the implementation phase. MPAs were designated through the
alteration of the extinction risk parameter. The highest ranked criteria were PageRank while the
actual implementation from historical records ranked lowest. Our results indicate that protecting
the sites ranked highest with regard to larval supply is likely to yield the highest benefit for fish
abundance and fish metapopulation persistence. Model results highlighted the benefits of includ-
ing network processes in conservation planning.

Key words: conservation planning; larval networks; marine protected areas; metapopulation; PageRank
algorithm; Philippines; scheduled implementation.

INTRODUCTION

Instantaneous implementation of systematic conserva-
tion plans at regional scales is rare. Though examples do
exist, these have been in idiosyncratic contexts (Fernandes
et al. 2005). More typically, planned actions are applied
over periods of years or decades (Pressey et al. 2013).
Meanwhile, anthropogenic pressures and environmental

fluctuations will be ongoing, decreasing the conservation
value of unprotected areas (Visconti et al. 2010), and
changing the character of the connected ecological sys-
tem. For heavily exploited systems, habitat quality will
deteriorate as the plan is being implemented (Fig. 1),
potentially compromising planners’ ability to achieve
conservation objectives.
Within this context, and given limited resources avail-

able for conservation, understanding the best strategy to
adopt for scheduling protected area designation is desir-
able (Margules and Pressey 2000, Pressey and Taffs 2001,
Strange et al. 2006, Stewart et al. 2007). Scheduling calls
for the formulation and solution of a dynamic area
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selection problem in which protection and loss are incre-
mental and proceed in parallel (Costello and Polasky
2004). This is not straightforward for conservation objec-
tives aimed at representing biodiversity features, and is
further complicated when dynamic biodiversity processes
that underpin feature persistence are considered (Visconti
et al. 2010, Brown et al. 2015).
Most marine species have a pelagic larval phase dur-

ing which larvae may disperse orders of magnitude fur-
ther than they move as adults (Almany et al. 2009,
Weersing and Toonen 2009, Treml et al. 2012, Puckett
et al. 2014, Green et al. 2015). A direct consequence of
this larval dispersal is that small, isolated, marine pro-
tected areas (MPAs) will be insufficient to ensure the
persistence of marine metapopulations (Botsford et al.
2001, Mora et al. 2006). Ensuring population persis-
tence, especially where species are directly exploited by
fisheries, will require networks of MPAs that are con-
nected through larval exchange (Botsford et al. 2001,
Beger et al. 2010, 2015, Worboys et al. 2015, Olds et al.
2016) and with suitable habitat quality (Cabral et al.
2016). Moreover, the effectiveness of each MPA, and
hence the network as a whole, depends upon the spatial
relationships between protected sites (Magris et al.
2016). This presents clear implications for scheduling
where MPA networks are implemented over a period of
time during which extractive activities and associated
loss of habitat values are ongoing.
Decision rules that enhance the dispersal of fish larvae

have been proposed as a basis for quantifying aspects of
habitat connectivity and for prioritizing sites for inclu-
sion in MPA networks (Treml et al. 2008, Beger et al.
2010, 2015, Jacobi and Jonsson 2011, Kininmonth et al.
2011, White et al. 2014). For example, strategies to select

sites for conservation could include the PageRank algo-
rithm (Allesina and Pascual 2009), maximum degree,
minimal degree, closeness, or betweenness centrality
(Jacobi and Jonsson 2011, Andrello et al. 2014, Magris
et al. 2014). The efficacy of network-based decision rules
in informing conservation scheduling strategies has yet
to be explored however.
Here, we compare the effectiveness of different strate-

gies for scheduling the sequential designation of MPAs
within a connected environment. We compare strategies
based on different network-based decision rules with the
actual implementation of MPAs over a 35-yr period in a
case study region in the central Philippines. Connectivity
between MPAs was defined by a modeled larval disper-
sal network. The ability of MPA networks created fol-
lowing different scheduling strategies to promote
population persistence was assessed using a relative mea-
sure of metapopulation mean life time (MLT; Kinin-
month et al. 2010).

METHODS

Case study region

We selected a study region in the central Philippines
where no-take MPAs have been established through time
since 1974 (Figs. 2, 3; Appendix S1 Alcala et al. 2008).
The first successful no-take MPA in the Philippines
(Apo Island Reserve, established in 1982), situated
within this region, served as a template for MPA legisla-
tion and co-management nationwide (Alcala and Russ
2006). As such, the history of MPA establishment within
the region can be considered as a good case study for the
expansion of local marine management in the Philip-
pines and perhaps the wider Coral Triangle region.
We divided the fringing coral reefs in the study region

into 101 sites of equal dimensions (4.8-km2 grid cells,
Fig. 2). Small (0.02–0.76 km2) MPAs were established in
33 of these sites between 1974 and 2008 while 68 sites
remained fully open to fishing (Appendix S1).

Reserve modeling within a metapopulation framework

The evaluation of MPA network ability to promote
population persistence requires a measure of change in
the ecological dynamics of the region. A significant influ-
ence for fish dynamics is the transfer of larvae from one
reef site to another. Hence, we evaluated the best strategy
for scheduling the allocation of MPAs for the Philippines
case study region using a metapopulation approach based
on a larval dispersal model. Graph theory was used to
formulate the migration in the metapopulation while pop-
ulation persistence was measured by the MLT developed
by Kininmonth et al. (2010). Nine different network mea-
sures (Table 1) were used to select the sequential set of
reserves and then the MLT was recorded at each time
step. Strategies with the highest MLT were considered to
be superior.

FIG. 1. Conceptual model of progressive implementation of
reserves in a declining system. The trajectory for no reserves
continues to decline without intervention to a minimal level of
population persistence. If a reserve is added at a later time then
the trajectory is altered but may still be negative. As subsequent
reserves are added, the trajectories for the population change
their rate of decline. Eventually, with sufficient reserves estab-
lished, the trajectory of the population persistence becomes pos-
itive and is thus less susceptible to the pressure of over
exploitation.
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Larval dispersal network

We defined a larval transport network for the study
region by modeling the dispersal and successful settle-
ment of fish larvae among the 101 sites. Hydrodynamic
forcing of the dispersal model was driven by best-avail-
able data on regional sea surface currents over three
years (2006–2008) provided by a two-dimensional global
ocean model (U.S. Navy Layered Ocean Model). A
major driver of probable larval dispersal patterns in the

study region is the Bohol Jet current that is present
throughout the year (Gordon et al. 2011, Abesamis
et al. 2016). This strong westward current exhibits sig-
nificant seasonal variability but is relatively stable from
year to year including extreme opposite anomalous
years (El Ni~no and La Ni~na; Hurlburt et al. 2011). Key
larval characteristics were roughly based on coral reef
snappers (Lutjanidae). Virtual larvae in the model had a
pelagic larval duration (PLD) of 30 d (Paris et al. 2005).
Larval swimming speed was set to 0.15 m/s, which is at
the lower end of swimming speeds of settlement-stage
larval snappers measured in the field (Leis 2006). Three
thousand virtual larvae were released from each site for
two months per year (June and September), staggered
over several days. Larvae had randomized starting posi-
tions clustered around the center of each site with a
spread of about 40% of the site length. Dispersal of
early-stage larvae (first half of PLD) was governed by
Euler-type advection–diffusion equations adapted from
Polovina et al. (1999). Swimming and orientation capa-
bilities in late-stage larvae (second half of PLD) were
incorporated by adding a swimming velocity term to the
advection velocity components and directing swimming
toward the nearest site found within a radius of 4.4 km
(equivalent to the width of two grid cells in the model)
from each larva’s position. No larval mortality rate was
implemented. Larval transport probabilities in the
resulting matrix were expressed as the magnitude of set-
tlement to a receiver site normalized by the total number
of larvae released from a source site (scaled by the
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source site’s reef area). Our approach in modeling larval
dispersal was to capture the general pattern of probable
larval transport among the 101 sites, which is likely to be
largely defined by regional hydrodynamics, rather than
to parameterize the model to reflect more specific eco-
logical traits or events (e.g., formation of spawning
aggregation sites). The resulting larval transport inci-
dence matrix also implies that connectivity patterns are
constant from year to year. In reality, however, connec-
tivity patterns may vary between years depending on fac-
tors such as the timing of reproduction (Carson et al.
2010, Watson et al. 2011, Treml et al. 2012). Nonethe-
less, variations in probable connectivity patterns sug-
gested by our larval dispersal model are unlikely to have
a large impact on evaluating the relative effectiveness of
the different scheduling strategies.

Network model

We incorporated larval connectivity into a metapopu-
lation model with the use of a graph-theoretical net-
work, a data object that stores all the relevant
information about the outcome of a dispersal process
(Treml et al. 2008, Kininmonth et al. 2009). We can
define this graph G(V, E) as a finite set of vertices V, con-
nected by edges E. The degree (ki) of a vertex i defines
the number of connecting edges and hence the number
of neighboring vertices. The average degree for all the
vertices in a graph is denoted as <k>. The clustering
coefficient (CI), as defined by Montoya and Sole (2002),
is the sum of the number of triangular linkages
ϑi(i 2 V1,. . ., Vn) within the set of neighbors for a
selected vertex divided by the maximum possible neigh-
bor linkages where n is the number of vertices in the net-
work. The average minimum path length L is the average

number of edges in the shortest path LMin(i, j) between
all pairs V(i, j) in a graph averaged over n(n � 1)/2 ver-
tices (Montoya and Sole 2002). The diameter, D, is the
longest minimum path length that exists between any
pair of vertices in a network. Each vertex i has the attri-
bute for reef area (Ai) and each edge, Eij, has a weight
(wij), indicating the strength of connection between two
populations (i and j). The weight (wij) represents the pro-
portion of larvae produced at site i that disperse to site j.
Models were analysed using the igraph package in R
(Csardi and Nepusz 2006).
Based on the larval transport incidence matrix, we gen-

erated a graph containing 101 vertices (reef sites). The
weight of each edge was derived from the larval transport
probabilities, creating a fully connected network (Fig. 4).

Metapopulation persistence model

Following Drechsler (2009) local populations have an
extinction rate

mi ¼ eA�g
i (1)

where e is a species-specific coefficient relating to mini-
mum site size, and g is the extinction–area exponent. A
smaller value of g indicates more environmental vari-
ability and consequently a relatively larger extinction
rate. As described in Kininmonth et al. (2011:Eq. 2), the
summation of the outbound edge weights (wij) for each
vertex (referred to as vertex strength souti ) was used to
measure the emigration rate

souti ¼
X
j2v ið Þ

wij : (2)

TABLE 1. Scheduling strategies for marine protected areas evaluated for persistence of populations due to larval connectivity.

Strategy for scheduling MPAs Description

(1) Actual implementation Sites are described by both their reserve status and the year of establishment.
(2) Maximum degree Sites ranked from highest to lowest based on the degree (ki) or number of all connections

present in the larval transport network.
(3) Minimum degree Sites ranked from lowest to highest based on the degree (ki) or number of all connections

present in the larval transport network.
(4) Closeness centrality Sites ranked according to the mean length of the shortest average minimum path length (L)

from the site to all other sites. This measure captures how close the site is to the central region
of the network.

(5) Betweenness centrality Sites ranked according to how often the shortest average minimum path length (L) passes
through the site. This measure captures the “stepping stone” capacity of the site required to
link other parts of the network efficiently.

(6) PageRank Counting the number and local density of both in and out links ranks the sites. The local
density in this model relates to the degree distribution of the neighboring sites. The index
measures how well connected the site is to the entire network given the local neighborhood
configuration.

(7) Colonization–extinction
rate

Sites ranked by their colonization–extinction rate that is updated every year based on the
changing capacity of each site to produce and absorb larvae. This measure captures the flow of
larvae both in and out of the potential reserve based on linkage strength and number of
connections.

(8) Random Sites ranked randomly.
(9) No MPAs selected Sites not ranked since none are selected for reserve nomination.
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The rate at which a site i was colonized was based on
the number of successful recruits needed to restart a col-
ony (l), inbound edge weights (wij), and the extinction
rate of each neighbor in the local neighborhood (tj ; Kin-
inmonth et al. 2011)

uini ¼ 1
l

X
j2v ið Þ

wji

tj
: (3)

The colonization strength of each site (Eq. 4) is essen-
tially a measure of the dispersal capacity from the neigh-
boring sites

uouti ¼ 1
lvi

X
j2v ið Þ

wij : (4)

We calculated the colonization–extinction ratio for
each site using the harmonic mean of Eqs. 3 and 4
(Drechsler 2009: Eq. 8)

Ui ¼ 1
2

uini
� ��2 þ 1

2
uouti

� ��2
� ��1=2

: (5)

The aggregated geometric mean of the colonization–
extinction ratio (Drechsler 2009: Eq. 9) for the entire
network q (Eq. 6) was then combined with the geometric
mean of the local extinction rates m (Eq. 7)

q ¼
YN
i¼1

max Ui;
ffiffiffi
2

p� �n o1=N
(6)

m ¼
YN
i¼1

m1=Ni (7)

to calculate the approximate MLTof the entire metapop-
ulation (consisting of N populations) in the study area
(Drechsler 2009: Eq. 11)

MLT ¼ 1
m

XN
i¼1

XN
k¼1

1
k

N � ið Þ!
N � kð Þ!

1

N � 1ð Þk�i e
k�i: (8)

We set the species-specific coefficient e to 45, follow-
ing exploration of the parameter space and reference to
numerical estimation in Hanski (1999), Drechsler et al.
(2003), and Nicholson et al. (2006). We chose a rather
small value of g = 0.2 for each site, which represents
strong environmental stochasticity (Drechsler 2009).
This increased variability of the environmental pressures
on the population results in increased extinction rates.
Therefore, as the value of g increases the extinction rate
decreases. The area of each site was nominally set at
5 ha (roughly equivalent to the modal size of MPAs in
the study region), and the value of the minimum number
of immigrants required (u) was set at 2.

Strategies for scheduling MPA designation

We modeled the sequential implementation of MPAs
under nine different scheduling strategies (Table 1). For
comparison with the actual sequence of establishment of
existing MPAs, we began all sequences assuming there
were no MPAs established at the beginning of each
scheduling strategy. In addition to the actual schedule of
MPA implementation (Fig. 4), we compared the efficacy
of five scheduling strategies informed by static network
metrics, and a dynamic strategy based on the coloniza-
tion–extinction ratio of each site. While not exhaustive,
these strategies have particular emphasis on utilizing
information that can be derived from understanding the
structure of the larval dispersal network. The strategy
selection attempted to capture the primary measures of
larval dispersal. Two baseline strategies, one in which
MPAs were selected at random, and one in which no
MPAs were selected, were included for comparison.
Maximum degree, minimum degree, closeness central-

ity, betweenness centrality, and PageRank metrics were
derived from the larval dispersal network (Table 1). To
utilize local network metrics such as maximum and min-
imum degree, we removed the weaker edges with proba-
bility values of less than 0.005. The colonization–
extinction ratio for each site was calculated using the
method of Kininmonth et al. (2010).
For each scheduling strategy, we first ranked all sites

based on the nominated strategy (Table 1). At each time
step, sites were selected for MPA implementation in rank
order, with the number of sites determined by the actual

FIG. 4. The network of larval transport with links less than
0.005 removed. Actual reserves are shown in gray with labels
indicating the year (last two digits of the year) of implementa-
tion. The nodes are positioned relative to their latitude and lon-
gitude.
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implementation schedule (Fig. 3). In the situation where
a site’s rank was tied with another, the site with the low-
est ID number (Fig. 2) was selected. We modeled the
impact of MPA designation by increasing the value of g
from 0.2 to 10 to reflect a reduction in environmental
pressure. Following each MPA designation, we calcu-
lated the MLT value for the entire network. This process
was repeated for 34 iterations, directly reflecting the
expansion of the actual MPA system from 1974 to 2008
to a total of 34 MPAs (Fig. 3). For the random strategy,
we repeated this process 10 times to capture the variabil-
ity in MLToutputs.

RESULTS

The nine scheduling strategies based on the single lar-
val dispersal network (Fig. 4), containing 101 nodes and
675 edges, generated MLT values from 11.2 to
3,313.2 yr at the 35th year of the schedule (Table 2). The
ranking of the strategies across the 35 yr remained
essentially consistent (Fig. 5). The strategies can be
ranked as follows; PageRank, betweenness centrality,
colonization–extinction rate, maximum degree, random,
closeness centrality, minimum degree, actual implemen-
tation, and none. The random strategy generated values
from 10 iterations of 2,065–2,084 (2,072.7 � 10.3 [mean
� SD]) and thus ranked above closeness centrality. The
actual implementation schedule generated an MLT of
1,776.1 and thus was ranked lowest of the strategies that

implemented MPAs (and above “none”), just after mini-
mum degree. Notably, closeness centrality, minimum
degree, and actual implementation were below the range
of values achieved by random allocation. It should be
noted that the ideal strategy of simultaneous implemen-
tation of all reserves in the first year was not evaluated,
since this does not reflect the reality of MPA scheduling
in the region. Rankings did not alter when the edges
were randomly rewired or when a scalar value was
applied to the edge weights implying that the algorithm
selection is robust against these variations in network
configuration.
The MLT values did not generate a smooth curve

across the 35 yr (Fig. 5). Instead, there was little

TABLE 2. Mean lifetime (MLT) values at the final 35th year
for each strategy based on the Philippines’ case study larval
dispersal network, ordered from the highest MLT to lowest.

Strategy MLT at final year Ranking

PageRank 3,313.2 1
Betweenness 3,280.1 2
Colonization–extinction rate 2,954.9 3
Maximum degree 2,876.7 4
Random 2,072.7 mean, 10.3 SD 5
Closeness 2,056.7 6
Minimum degree 2,050.6 7
Actual implementation 1,776.1 8
No reserves designated 11.2 9

FIG. 5. Graph of metapopulation mean lifetime (MLT) values for each yearly time step (insert shows all years) for each schedul-
ing strategy. The final ranked order is listed sequentially in the legend, noting that some indices (such as closeness and minimum
degree) are overlapping with others (see Table 2).
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increase in the MLT for any of the strategies until year
23, after which the MLT increased at higher rates. This
non-linear change in MLTwas a direct result of the vari-
ation in implementation rate (see cumulative line in
Fig. 3). Changing the homogeneous extinction rates
(0.1–2.0) or the areas of sites (0.05–0.10 km2) did not
alter the rank order of strategies. The ranking did not
change when the schedule was altered to be uniformly
distributed across the years.

DISCUSSION

The best strategy for achieving metapopulation persis-
tence in this case study was to schedule sites for new des-
ignation as MPAs based on the PageRank index (186%
increase in MLT from the actual implementation). This
index essentially valued sites that were strongly con-
nected to the entire network through the density and
strength distributions of the local neighborhood (see
Allesina and Pascual 2009). Other strategies, including
the actual schedule of MPA implementation, were less
able to generate the same metapopulation MLT. The
MLT values are useful only in a comparative sense
within a ranking scheme and thus quantitative assess-
ments of the strategies are of limited value.
Surprisingly, the random allocation of MPAs also out-

performed the actual implementation schedule. This
indicates that the metapopulation MLT algorithm is sen-
sitive to the density of connections within the network.
In general, the random selection process will distribute
MPAs evenly throughout the network, thus capturing

some areas of the seascape not included in the existing
MPA network. This contrasts with the actual implemen-
tation schedule that showed evidence of missing protec-
tion within the densely connected region (center in
Fig. 6A, Fig. 4, Sites 22–40 in Fig. 2). The impact of
network density on the larval supply across the entire
network is that sites with high larval export are
enhanced by MPA designation and are more likely to act
as even stronger larval sources to other MPAs. This
additional feedback mechanism is important within this
MLT algorithm. Hence, the PageRank strategy (Fig. 6B)
of enhancing high-density regions first with MPAs that
have maximum contact with unprotected sites is in
agreement of the findings based on optimal selection of
sites for no-take protection by Kininmonth et al. (2011)
and Andrello et al. (2014).
Unexpectedly the dynamic index based on the evolving

measure of colonization–extinction rate ranked only third,
after PageRank and betweenness centrality. The dynamic
index is updated with every time step (yearly in this case
study) based on the capacity of the larval supply dynamics
to influence the persistence of the local and entire
metapopulation. The colonization–extinction ratio sched-
ule forces each new MPA addition to enhance the colo-
nization capacity of the local neighborhood thereby
contributing to the persistence of the entire metapopula-
tion. The higher success of the PageRank and betweenness
measures, over stochastic metapopulation dynamics,
implies that each site can be ranked simply on the local
neighborhood structure in the first year of the schedule.
Capturing those sites that form key larval sources while

FIG. 6. The graph of larval dispersal for (A) the actual implementation schedule and (B) the PageRank algorithm showing the
distribution of 33 “gray” reserves relative to the overall network (similar to Fig. 4). The central sections of each network contain a
higher density of connections. The edge thickness is proportional to the modeled larval transfer numbers. The graph is drawn using
a Fruchterman Reingold algorithm (Csardi and Nepusz 2006), which attempts to position the nodes in two dimensions with edges
being as equal as possible and the minimum number of crossings.
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connected to the high-density unprotected sites appears to
be the basis for the best strategy in MPA selection, espe-
cially over an extended period. This implementation strat-
egy does rely on the topology of the network having
regions of higher density than others, as observed in other
marine systems (Kininmonth et al. 2009, Watson et al.
2011, Treml et al. 2015). Rules such as even spacing of
reserves across the network (McCook et al. 2009) fail to
accommodate the dynamics across the network, but may
be required to offset catastrophic events (Game et al.
2008). The more clustered a network is (i.e., the existence
of highly connected regions separated by areas of sparse
connections), the more successful PageRank and between-
ness centrality approaches to scheduling will be. Shifting
reserves around to match the dynamics of the hydrody-
namics and fish behavior are not practical, and we have
adopted a long-term approach to the region’s spatial plan-
ning exercise.
While our comparison of scheduling strategies

includes an actual implementation case in the Philip-
pines, the use of single metrics such as larval flow in
hydrodynamic networks is not recommended as the sole
basis for MPA selection (Fernandes et al. 2005, Cabral
et al. 2016, Weeks et al. 2016). The results here simply
indicate the impact of including network measures into
the entire process, which will also require gaining social
confidence and enforcement capacity of local communi-
ties. The MLT metapopulation model presented here is
also simplified through the use of a static larval dispersal
network, uniform reef areas, and homogeneous proba-
bility of site disturbance. Social benefits such as the sup-
port of conservation opportunity (Alcala and Russ
2006, Knight and Cowling 2007) by stakeholders, in this
case local fishing communities, may outweigh the nega-
tivities of allocating funds for MPA establishment to
sites with lower rankings for PageRank or betweenness.
Applying a more holistic approach to MPA network
design (Fernandes et al. 2005, 2009, Brown et al. 2015)
will include the larval supply ranking as only one com-
ponent and, as such, the final prioritization ranking is
likely to differ from the network-based ranking.
Our ranking of site priorities is a static function of the

frequency of MPA allocation since the larval contribu-
tion of each site is assumed to reflect only the reserve
status and position in the larval supply network. There
is typically a significant lag period for the transition of
an exploited or unprotected site to a high-capacity MPA
(Abesamis et al. 2014, Edgar et al. 2014) and this lag
period was not included in the modeling formulation
here. The modeling conducted here assumes the MPAs
are fully restored immediately and so, unless the area of
the MPA is altered, the ranking will remain stable. Cou-
pling the adult populations to the larval supply is princi-
pally through the attention to habitat quality (Cabral
et al. 2016). In our model, the habitat was treated as uni-
form in the absence of data for all sites. However, consid-
erable variation in habitat quality in the modeled system
is likely (Abesamis et al. 2016) and would almost

certainly influence the extinction rate of the populations
within the context of this model.
While the estimation of the colonization aspects

involved in the modeling of larval supply was based on
sophisticated biophysical modeling, the extinction risk
was considered homogeneous. This is unlikely to be the
case given the complex geography of the region. A more
sophisticated extinction risk model could be developed
based on historical records of cyclone damage and sur-
veys of fish and their habitats, perhaps even with climate
change effects (�Alvarez - Romero et al. 2018). The algo-
rithm in this model would tend to favor the protection of
sites with lower risk of extinction and hence allocate
MPAs to stable regions first.
The extent of the case study was selected to encom-

pass the scale of dispersal and to incorporate a region
undergoing change in marine management. However,
there is not an absolute boundary for larval dispersal
and outside influences could have an impact on the
metapopulation model used here. There does not appear
to be an easy solution to this problem. The larval trans-
port model could be expanded, but this would still have
latent effects across the metapopulation and be difficult
to parameterize, especially in such intricate island
complexes.
Protracted implementation is particularly common

where the region is wholly or partly under private owner-
ship or other arrangements that finely subdivide manage-
ment (Pressey and Taffs 2001), as in inshore waters of the
Philippines. Given how common this situation is, not
nearly enough attention is paid to scheduling, especially
with spatial prioritization (Magris et al. 2014). The con-
cept of marine degradation being “rescued” by protection
measures (Fig. 1), such as reserves, highlight that the
regional metapopulation viability may be at risk unless a
critical level of reserves is enabled. Exactly what this
threshold is, and how dynamic it is, will be determined by
a repeated cycle of monitoring and reserve management.
Hence, the methods proposed here are designed to high-
light the integration of dynamic processes across the
region into conservation planning.

CONCLUSION

The explicit use of larval dispersal networks to inform
the scheduling of reserve implementation highlights three
key design considerations. First, the selection of sites
should be biased toward those that are strongly connected
to the network as measured by an index such as PageR-
ank. Second, the sites should be distributed to capture all
high-density components of the network rather than con-
centrated in one or two sectors. Third, the reserves with
the highest ranking for larval connectivity, measured by
PageRank for example, should be established first. We
demonstrated here that utilizing the connections between
sites can be included as a component in the process of
MPA selection across an extended time period to maxi-
mize the persistence of species in an MPA network. This
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comparison extends the centrality network metrics that
can be included in planning software such as MARXAN
(Watts et al. 2009) but importantly the modeling pre-
sented here does not replace the use of these planning
tools.
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