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ABSTRACT

Context. The results of forward modelling of acoustic wave propagation in a realistic solar sub-photosphere with two cases of steady
horizontal flows are presented and analysed by the means of local helioseismology.

Aims. This paper is devoted to an analysis of the influence of steady flows on the propagation of sound waves through the solar
interior.

Methods. The simulations are based on fully compressible ideal hydrodynamical modelling in a Cartesian grid. The initial model
is characterised by solar density and pressure stratifications taken from the standard Model S and is adjusted in order to suppress
convective instability. Acoustic waves are excited by a non-harmonic source located below the depth corresponding to the visible
surface of the Sun. Numerical experiments with coherent horizontal flows of linear and Gaussian dependences of flow speed on depth
are carried out. These flow fields may mimic horizontal motions of plasma surrounding a sunspot, differential rotation or meridional
circulation. An inversion of the velocity profiles from the simulated travel time differences is carried out. The inversion is based on
the ray approximation. The results of inversion are then compared with the original velocity profiles.

Results. The results of forward modelling of acoustic wave propagation in a realistic solar sub-photosphere with two cases of steady
horizontal flows are presented. The influence of steady flow on the propagation of sound waves through the solar interior is analysed.
A time-distance analysis technique is applied to compute the direct observable signatures of the background bulk motions on travel
times and phase shifts. This approach allows direct comparison with observational data. Further, we propose a method of obtaining
the travel-time differences for the waves propagating in sub-photospheric solar regions with horizontal flows. The method employs
directly the difference between travel-time diagrams of waves propagating with and against the background flow.

Conclusions. The analysis shows that the flow speed profiles obtained from inversion based on the ray approximation differ from the
original ones. The difference between the original and observed profiles is caused by the fact that the wave packets propagate along

the ray bundle, which has a finite extent, and thus reach deeper regions of the sub-photosphere in comparison with ray theory.
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1. Introduction

Recent observational studies in local time-distance helioseis-
mology show the existence of large-scale motions of plasma
in the sub-photospheric regions of the Sun (see, for example,
a general review of recent findings in theoretical and obser-
vational local and time-distance helioseismology by Gizon &
Birch 2005). These flows can be caused, for example, by in-
teraction of the magnetic field with the plasma in the sunspots,
by differential rotation, or by meridional circulation. An initial,
encouraging analysis of sub-photospheric flows in the limit of
short wavelength (ray approximation) was carried out by Giles
(1999). Time-distance helioseismology in the ray approximation
has also been used to map the flow structures beneath sunspots
(Kosovichev et al. 2000; Zhao et al. 2001; Zhao & Kosovichev
2003). The presence of long-lived large-scale subphotospheric
convective flows was studied by Haber et al. (1998, 2001) using
ring-diagram analysis. Surface gravity waves were used in the
studies of Corbard & Thompson (2002) to analyse radial gradi-
ents of angular velocity in the solar subsurface regions down
to 15 Mm. Progress in the analysis of solar sub-photosphere
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with a homogeneous background flow was shown by Erdélyi &
Taroyan (2001) and Taroyan (2004).

The measurement accuracy of solar observations is contin-
ually changing with the improvement of observational tech-
nology, thus requiring more precise methods of data analysis
and giving a need for artificial (synthetic) data produced by
modelling simulations, which are able to mimic observations
with a required precision. The approach of forward modelling
of sound speed inhomogeneities in homogeneous solar interior
models was used to explore the validity conditions of the Born
and ray approximations by Birch & Kosovichev (2000). Also,
a study of the validity of the ray and Born approximations in
analysing the sensitivity of wave travel times to background
flows, based on the forward modelling of acoustic wave propa-
gation in a constant background density and pressure, was done
by Birch & Felder (2004), Gizon & Birch (2005). Later, a limited
approach using numerical solution of the wave equation with so-
lar sound speed and density profiles was applied to analyse seis-
mic traces produced by propagation of acoustic waves, see e.g.
Tong et al. (2003). Recent work of Shelyag et al. (2006) showed
the ability of full forward modelling to successfully reproduce

http://dx.doi.org/10.1051/0004-6361:20066946



http://www.aanda.org
http://dx.doi.org/10.1051/0004-6361:20066946

1102

the observed power spectrum of solar oscillations and seismic
traces by excitation of sound waves by single and multiple ran-
dom acoustic sources.

In this paper, an analysis of the results of the forward mod-
elling of acoustic wave propagation in the solar sub-photosphere
with two types of sub-photospheric steady horizontal flows is
presented. The full set of compressible hydrodynamic equations
is solved in order to provide the artificial data. The initial model
is calculated from the standard Model S (Christensen-Dalsgaard
et al. 1996), and is modified in order to suppress convec-
tive instability in the originally convectively unstable solar
sub-photosphere. Flows with Gaussian and linear velocity de-
pendences on depth are analysed in terms of the techniques
of local time-distance helioseismology. The travel times and
travel-time differences are computed from the time-dependent
simulations and are compared with results calculated using the
ray approximation.

In the next section we give a brief description of the sim-
ulation setup and outline briefly the numerical methods used to
produce the artificial data. In Sect. 3, the simulations, their direct
interpretation, and data measurements in terms of time-distance
helioseismology are shown. Further, the method of obtaining
travel-time differences from the artificial data is discussed in this
section. In Sect. 4, we compare the travel-time differences ob-
tained from forward modelling with those calculated using ray
approximation. The inversion technique, the flow profiles ob-
tained by inversion of the travel-time differences, and their com-
parison with the original sub-photospheric flow velocity profiles
are presented in Sect. 5. The results and conclusions are dis-
cussed in Sect. 6.

2. Simulation setup

The simulation model box has been described by Shelyag et al.
(2006). For convenience, we briefly describe the setup here.
The Versatile Advection Code (VAC), originally developed by
Téth et al. (1998), is implemented here to carry out the forward
modelling. VAC solves numerically a set of hyperbolic equa-
tions by a number of different computational methods in one,
two, or three dimensions in Cartesian, cylindrical, or spherical
geometries with uniform or non-uniform grids. The code was
specifically set here to solve the ideal hydrodynamic equations
in a two-dimensional Cartesian domain with three-dimensional
vector quantities:

dp _

L V- =0, M
0

(gtv) +V - (vpv) + Vp = py, 2)
Oe

E+V-(ve+vp)=.09‘v+Q("’t)’ )

pv*

p:(rl_l)(e_T)» (4)

where p is the density, v = (v, 0,v,) is the two-dimensional ve-
locity vector, e = € + pv?/2 is the total energy density per unit
volume, € = p/(I'; — 1), p is the kinetic gas pressure, I'; is the
adiabatic index, g = (0,0, g) is the solar gravitational accelera-
tion vector, Q is the temporally- and spatially-dependent term
describing additional energy sources, and ¢ is time.
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Fig. 1. The simulation domain. The measurement level is marked by the
dashed line. The temperature profile is also sketched on the plot.
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Fig. 2. Dependence of the gradient of the sound speed on depth in the
domain.

Total Variation Diminishing (TVD) spatial and fourth-order
Runge-Kutta time discretisation schemes are used. The simula-
tion domain is shown in Fig. 1. The box is 150 Mm wide and
50 Mm deep, and has a resolution of 960 x 4000 grid points;
the upper boundary of the domain is near the solar temperature
minimum (see Fig. 1). The boundaries of the domain are open
with zero gradients across the boundaries. Two boundary regions
with g = 0 at the top and bottom boundaries of the box are intro-
duced in order to simultaneously keep the domain in the pressure
equilibrium and to satisfy the boundary conditions.

The equation of state in the code is used in the form, which
describes the properties of an ideal gas. The adiabatic index I'j,
assumed to be constant over the computational domain, is equal
to 5/3. The pressure equilibrium and modified convective stabil-
ity conditions with constant solar gravity acceleration are ap-
plied to calculate the other quantities (Shelyag et al. 2006).
The upper density value and convective instability dependence
(Schwartzschild criterion) taken from Christensen-Dalsgaard’s
standard Model S, are used as the initial conditions for the pres-
sure equilibrium calculation. A slight increase of I'} in compari-
son to the original solar model makes most of the domain, except
the super-adiabatic strongly convective layer near the solar sur-
face, convectively stable. The convective instability dependence
is modified in this layer in order to reach convective stability.
This procedure of recalculating pressure equilibrium results in
values of sound speed close to those in the Sun. The dependence
of the sound speed gradient on depth in the domain is shown in
Fig. 2.
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Fig. 3. Time-distance diagram of the acoustic response of the model to
the source. The first and second bounces are marked approximately by
dashed and dash-dotted lines, respectively, and are clearly visible.

The perturbation source is located in the upper-middle (z =
2000 km below the upper boundary) of the simulation box (see
Fig. 1). The measurement level for time-distance analysis is lo-
cated at 1000 km below the upper boundary.

3. Simulations

In order to excite sound waves, a single perturbation source (see
Shelyag et al. 2006), corresponding to a localised cooling event
causing mass inflow and excitation of sound waves (Rast 1999),
has been introduced in the simulations. The source, dQ, is de-
scribed in the energy equation of system of hydrodynamic equa-
tions as

1 +tanh(log3- t_to)]-ex
ol

(r- 70)2.

do = = 5)

The characteristic timescale of the source is o) = 120 s, the spa-
tial extent o = 0.5 Mm. The source is located in the middle of
the horizontal layer at 2000 km depth of the simulation domain.

The acoustic response of the model is shown in Fig. 3. The
plot shows the time-distance diagram of the vertical velocity
component taken at the measurement level of 1000 km below
the upper boundary of the simulation domain. This level cor-
responds approximately to the level of the visible solar photo-
sphere. The first (faster) and the second (slower) bounces of the
sound wave, propagating in the simulated solar interior, are visi-
ble in the plot. Also, the slowest wave, propagating in the waveg-
uide created by the simulated temperature (and sound speed)
minimum, is seen in the figure.

We study the influence of steady flows to the acoustic re-
sponse of the simulated solar sub-photosphere. Two types of
flows are introduced (see Fig. 4). The first one is a localised flow
with a Gaussian horizontal velocity profile. The flow centre is
located at a depth of 25 Mm. The width of the flow (FWHM)
is 10 Mm. The maximal flow velocity is about 300 ms™'.
The flow can represent, for example, horizontal motion of so-
lar plasma near a large sunspot. The existence of such mass
flows beneath sunspots was discovered by the means of time-
distance helioseismology by Zhao et al. (2001) using ray ap-
proximation. In this work it has been shown that localised cylin-
drically symmetrical, horizontal subsonic flows, with speeds
on the order of one kilometre per second, exist at depths of
about 10 Mm and have the horizontal extent of about 30 Mm
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Fig.4. Sub-photospheric flow structures introduced to the simulation
domain. The dashed line corresponds to the linear flow velocity profile
with the maximum speed of 100 m s~ at 50 Mm depth and zero at the
source location, the solid line corresponds to the Gaussian flow profile
with the maximum of about 330 m s~! and the FWHM of 10 Mm.

(Zhao et al. 2001, Fig. 3 in their paper). Full magneto-
hydrodynamic simulations of magneto-convection in convec-
tively unstable cylindrically-symmetrical polytropic model with
presence of strong magnetic flux concentrations (Hurlburt &
Rucklidge 2000) also suggest the existence of such sub-
photospheric large-scale convective flows. These flows in the
simulations appear essentially weakly magnetised in compari-
son to strong magnetic flux concentrations, where convection is
suppressed by a magnetic field (Fig. 2 in Hurlburt & Rucklidge
2000).

The second case is characterised by a linear velocity depen-
dence on the vertical coordinate selected so that the velocity at
the source location is equal to zero, and the velocity at the bot-
tom of the domain is 100 m s~!. This flow can model merid-
ional laminar circulation. Such flows have been seen observa-
tionally by Haber et al. (1998, 2001) using ring-diagram analysis
of SOI-MDI observational data. Simulations of convection in
spherical shells also show evidence for meridional circulation
flows with sufficiently long lifetimes (Elliott et al. 2000; Miesch
et al. 2000). The average dependences of the flow speed on depth
for different latitudes and Carrington longitudes, obtained by in-
versions of ring diagrams (Haber et al. 1998, their Figs. 5, 6),
have qualitatively similar properties to the linear flow introduced
in the numerical experiments presented here. The flow profiles
are approximately linearly dependent on depth; at a depth of
15 Mm the speeds are 25-50 m s~

Since the acoustic source is equidistant from the side bound-
aries of the simulation box and since without a flow the wave
packets would propagate symmetrically around the source, one
can study the effects caused by the Doppler shift differences be-
tween the wave packets propagating to the left and to the right
from the source. The numerical difference between the left and
right amplitudes represents the wave phase shift.

The image of phase differences for the case of the Gaussian
flow profile is shown in Fig. 5. It shows the difference between
the right and left portions of a time-distance diagram, such as
in Fig. 3. The introduced localised flow acts only on the modes
which propagate deeply enough in the solar sub-photosphere.
As seen in the figure, shallow modes are much less affected.
The phase differences are large in the regions of the first bounce
propagation, however, the second and higher order bounces, and
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Fig. 5. Vertical speed difference image for the model with the Gaussian
horizontal velocity profile. The differences are computed between the
points located at the same distance and opposite sides of the source.
Positions of the first and second bounces in the diagram are marked by
dashed and dash-dotted lines, respectively (cf. Fig. 4). The figure shows
that only the first (the deepest propagating) bounce is influenced by the
flow. Also, the flow acts on the wave propagating in the deeper regions
with almost constant sound speed (Fig. 2), thus, the “difference waves”
travel with a constant speed, corresponding to the sound speed in the
region of the model, where the influence of the flow is most significant.

the surface wave are not influenced by the flow. Also, since the
flow is localised in the deep regions of sub-photosphere, where
the sound speed changes with depth slowly, the phase differ-
ence “waves” propagate as the waves with nearly constant group
speed corresponding to the local sound speed at the region where
the influence of the flow is most significant, as can be seen from
the figure.

The case for the linear horizontal speed profile is rather dif-
ferent. The phase difference plot calculated for the linear profile
is shown in Fig. 6. In this case all of the modes are influenced by
the flow.

4. Travel-time differences

We compare the simulated travel times with the travel times
given by theoretical calculations based on the ray approximation
for the model depth dependences of the sound speed, pressure
and density used in the numerical experiments. The simulated
travel-time differences are calculated from the phase differences
between the wave packets propagating to the left and to the
right from the source. Assuming the harmonic response of the
model to the source, the signals to the left and to the right
of the source can be defined as A; = Agsin(w (t — 07/2)) and
A; = Apsin(w(t+ 0671/2)), where Ay is the amplitude of the
wave packet, ¢ is time, and 07/2 is the phase shift of the wave
packet with respect to the wave packet propagating in the model,
undisturbed by the flow. Thus, assuming that the phase dif-
ferences are less than 27 and measuring the difference AA =
Al — A, = 2Apcos (wt) sin(w - 67/2) from the simulations ac-
cording to Figs. 5 and 6, one can evaluate the time difference
between the acoustic waves propagating to the left and to the
right from the source:

AA /Ao

(6)

In Eq. (6), Ao is the amplitude of the oscillation with the fre-
quency w, taken along the time-distance path of the wave packet;

2 .
0T = — arcsin
w
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Fig. 6. Vertical speed difference image for the model with the linear
horizontal velocity profile Fig. 5. All modes in the box are influenced
by the flow.

AA is the amplitude difference between the packets propagating
to the left and to the right from the source, taken at the same
place the amplitude Ay is taken.

In order to calculate the travel-time differences in the ray ap-
proximation, we follow the procedure described by Giles (1999),
appropriately adapted the method for the Cartesian geometry
used in the simulations. At the solar surface, travel-time differ-
ences between the wave packets propagating to the left and to
the right from the source can be written in the form:

22
(5T=f K -udz, @)
21

where 67 is the travel-time difference, u is the horizontal flow
velocity, dependent on the depth, and K is the integration ker-
nel, which contains the information about the physics of the
wave propagation depending on the depth. The integration limits
(z1, z2) are defined by the depth range where an oscillatory mode
of some frequency w can propagate, or, in other words, by the
lower (z;) and upper (z2) turning points for this mode.

In the ray approximation theory, the kernel K is defined by
the following expression:
Ux

K=4

e (®)
The factor 4 in Eq. (8) indicates that in the case of the simula-
tions described above, the travel-time differences for the waves
propagating to the left and to the right are the same, and that the
time it takes the acoustic mode to travel from the upper turning
point to the lower one is equal to the travel time in the opposite
direction.

In a plain-parallel model one can write the quantities under
the integral as follows:

k.w3c?
o kee 9
T A Kcwy, ®
W? — 2
2 BV
Uy = Ky(C P (10)
2
o - Kclwy,
where wpy is Brunt-Viiséla frequency, defined as
1 dinp dinp
2
— ) -1, 11
Wpy =9z (Fl az az ) (11)
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Fig.7. Plot of travel-time difference for “left” and “right” propagating
wave packets in the case of localised Gaussian flow profile. The solid
curve corresponds to the time difference measured directly from the
simulations, the dash-dotted curve is the time difference calculated us-
ing the ray approximation for density and pressure profiles used in the
simulations. The ray approximation does not seem to give accurate re-
sults for small distances (and depths) in this case, however, for large
distances the difference diminishes. The noise at distances about 70 Mm
is caused by interference of the forward-propagating wave packet with
the wave reflected from the boundary of the simulation box.

wac 1s the acoustic cutoff frequency, given by

2 2
5 ¢ (dlnp
= — 12
a)AC 4 ( dZ ) ’ ( )
k; is vertical wavenumber,
k=7 (w=-wac) -k (1 - wpy/w), (13)

and, finally, k, is horizontal wavenumber.

The upper and lower turning points z; and z, are defined as
the range where the integrand of Eq. (7) is real.

Substituting Egs. (9)-(13) into Eq. (8), one can calculate the
values of the kernel, defined by Eq. (8). However, numerical
computations of the integral in Eq. (7) with this kernel around
the lower turning point has to be carried out carefully due to
the singularity of the integrand there. This singularity is inte-
grable; the procedure of integration is described in detail by
Christensen-Dalsgaard et al. (1989).

The results of the comparison are shown in Figs. 7 and 8
for the Gaussian and linear horizontal velocity profiles, respec-
tively. In the case of the Gaussian velocity profile (Fig. 7), the
ray approximation does not give correct travel times for medium
(30-60 Mm) distances. However, the difference between travel
times derived between the ray approximation and the simula-
tions diminishes on larger distances for the waves that propagate
deep in the sub-photosphere.

The dependence of the travel-time difference on the horizon-
tal coordinate for the linear velocity profile shows a rather dif-
ferent behaviour. All of the sound waves propagating in the sub-
photosphere are affected by the flow, and the difference between
the ray approximation and the forward simulations grows with
the distance from the centre. Also, the trend of the dependences
shows qualitatively similar behaviour.

The noise in the travel-time difference dependences at dis-
tances about 60-70 Mm from the source, is caused by the inter-
ference of the forward wave packet with the wave reflected from
the boundary of the simulation domain, despite the fact that the
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Fig.8. Same as Fig. 7, computed for the model with linear velocity
depth dependence. In this case the flow is not spatially localised, and
the time difference grows with the distance from the source.

reflected wave has much lower amplitude than the one propagat-
ing toward the boundary.

Generally, it seems that the ray approximation does not give
accurate enough travel times when compared with the ones de-
rived from the simulations for the same sub-photospheric struc-
ture. This is caused by the fact that the wave packets, produced
by superposition of p modes, propagate along the ray bundle
which follows the path given by the ray approximation, but has
a finite extent (Bogdan 1997). Thus, for the case of a Gaussian
flow, the wave packets actually reach deeper layers of the sub-
photosphere and become more affected by horizontal flow, than
predicted by the ray approximation. This difference diminishes
when the turning point of the ray path is located close to or be-
low the maximum of the horizontal flow. The wave packets trav-
elling in the sub-photosphere with a linear horizontal flow and
with flow speeds increasing toward the bottom of the simulation
box, again because of their finite extent, are influenced more by
the deeper and stronger flows than those of the ray approxima-
tion. However, as already noted, the travel-time difference de-
pendences are qualitatively similar: for example, in Fig. 8 ate.g.
the distance x around 10-20 Mm, both dependences show a sim-
ilar feature. This is a change of inclination of the curves, which is
connected to the change of the sound speed gradient (cf. Fig. 2)
around the depth 5—10 Mm in the sub-photosphere. This change
appears at smaller distances for the simulations in comparison
with the ray approximation, because the real wave packets reach
the region of sub-photosphere with a smaller sound speed gra-
dient earlier than the wave packets approximated by ray theory,
due to their finite extent.

5. Inversions of velocity profiles

Next, we perform inversion of the flow velocity profiles in the
domain using the ray approximation. The inversions are carried
out following the procedure described by Giles (1999). In the
case of a spatially discretized grid, Eq. (7) can be cast in a matrix
form:

K-u=or, (14)
where T = 7; is the vector of travel-time difference mea-
surements, # = u; is the vector representing the flow speed
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dependence on depth, and K is the matrix representation of the
integration kernel Eq. (8):

Vx
K,‘j = 4[027(12/

The integral is taken along that part of the ray path which lies
within the grid element ij.

The inversion problem can be set as a problem of minimisa-
tion of the quantity [Ku — 67> (see, for example, Press 2002),
which is equivalent to

5)

K'Ku = K’ 67 (16)
In general, the problem described by Eq. (16) can be ill-posed,
also the setup can deal with the noisy data, thus the opera-
tor KK has to be regularised. In order to diminish the numerical
noise coming from the simulations, we regularise Eq. (16) in the
following way:

(K"K +yA)u =K', A7)
where A is the regularisation operator, and y is a parameter
which controls the relative influence of regularisation on the
minimisation procedure.

For the inversion problem, the system of equations Eq. (17)
is solved with respect to the flow velocity profile u using the
singular value decomposition (Press 2002).

The forward problem of calculating é7, based on the given
velocity profile and model structure, has been solved using the
ray approximation. Then, the obtained values of 6T were used
in the inversion process in order to test the method, to select
the regularisation parameter y, and to compare the flow profiles
obtained from the simulations and from this calculation, consis-
tent with the ray approximation. The regularisation parameter y
in Eq. (17) is selected in such a way that it does not signifi-
cantly change the velocity profile, obtained by inversion of the
travel-time difference dependence which is calculated using the
ray approximation, in comparison with the original one. The lin-
ear regularisation operator of the form, describing the a priori
solution as a constant, is chosen for the inversion procedure.

The results of inversion are presented in Figs. 9 and 10. Solid
curves in these plots correspond to the original flow profiles, the
dashed ones are obtained from the inversions of the travel time
differences, which were calculated using the ray approximation
for the original flow profiles, and the dash-dotted curves show
the flow profiles obtained from the inversions of the simulated
travel-time differences (Figs. 7 and 8, solid curves).

In the region with approximate depth of less than 30 Mm
from the solar surface, the original profile (Figs. 9 and 10,
solid curves) and the profile obtained by inversion of the travel-
time differences, calculated from the ray approximation (Figs. 9
and 10, dashed curves), correspond well to each other. This de-
fines the validity range of the data inferred from the inversion
procedure. In both flow cases, the results for the regions with
a depth of more than about 30 Mm do not represent the flow
profiles precisely due to the geometry of the numerical setup. In
the model setup, the wave packets that reach the deeper regions
come out of the domain through the side boundaries and do not
reach the surface.

The velocity profiles, obtained by inversions of the travel-
time differences calculated from the simulations (Figs. 9 and 10,
dash-dotted curves), show significantly different behaviour com-
pared to the real flow profiles. In the simulations, the wave
packet, while propagating in the sub-photosphere, is influenced
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Fig. 9. Inversion of the velocity profile from the travel-time difference
measurements using the ray approximation. The solid line corresponds
to the original flow profile. The dashed line is the velocity profile cal-
culated from the travel-time differences obtained by integration along
the ray path given by the ray approximation theory for the model ther-
modynamic parameters. The dash-dotted line shows the velocity profile
inferred from the travel-time difference measurements of the simula-
tions using the ray approximation. The profile, inferred from the inver-
sion, appears to be broader and has lower maximal amplitude than the
original one.
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Fig. 10. Same as Fig. 9, calculated for the model with linear velocity de-
pendence on depth. The inferred profile shows larger flow velocity val-
ues than the original one at depths above approximately 25 Mm, how-
ever, it starts to decrease in the deeper sub-photospheric layers because
of the geometry of the model.

by the deeper regions of the sub-photosphere in comparison with
the ray approximation. Thus, in the case of horizontal flow with
the Gaussian depth dependence, the profile, obtained from the
inversion, appears to be broader and has lower maximal ampli-
tude than the original one because the sensitivity of the wave
packet is smoothed over the range of depths. For a similar rea-
son, the velocities obtained by the inversion, in the region be-
tween 20 and 10 Mm, are larger than the velocities in the original
profile.

In the case of the linear flow velocity profile, the velocity
dependence obtained by inversion, behaves in a rather different
way. Above approximately 25 Mm, the obtained profile shows
velocities larger than the velocities of the original flow. Below
25 Mm, the dependence starts to decrease toward the bottom
of the model. Again, this is caused by the finite width of the
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wave packet. A part of the wave packet leaves the domain after
it reaches the lower boundary.

Generally, both flow profiles are consistent with the cor-
responding travel-time difference dependencies Figs. 7 and 8.
Larger travel-time differences correspond to a larger influence
on the acoustic wave by the flow, which means larger flow speed
at the same depth level. For the deeper regions, the decrease of
the flow speed with depth is partly due to the geometry of the
simulation setup and in the case of the Gaussian flow profile, the
decrease is also caused by the localised nature of the introduced
flow.

The width of the wave packet at a particular depth can be
roughly estimated from Fig. 10. The width should not be less
than the difference in distance between the points on the curves
of the profile obtained from the inversion of the simulated data
and the profile obtained using the ray approximation taken for
the same value of the velocity of the flow.

6. Discussion

In this paper, analysis of the influence of sub-photospheric flows
on acoustic wave propagation in the solar interior is presented.
The numerical code implemented here solves the full set of com-
pressible hydrodynamic equations in two dimensions. The ini-
tial model uses the constant adiabatic index I'y = 5/3 and solar
Standard Model S modified in order to suppress convective in-
stability in the solar interior, which results in values of the sound
speed close to those in the Sun. Acoustic waves are generated
by a source corresponding to photospheric cooling events (pho-
tospheric plumes).

Using forward modelling, the travel times and travel-time
differences have been obtained and compared with the travel-
time differences calculated using the ray approximation tech-
nique for two different sub-photospheric flow profiles: localised
horizontal flow with Gaussian dependence of the flow speed
on depth, and flow with a linear dependence of the flow speed
on depth. The Gaussian flow may represent sub-photospheric
plasma motion surrounding a sunspot. The linear flow may
mimic large-scale flows. The comparison of the travel-time
differences shows that, in the case of a Gaussian equilibrium mo-
tion centred about 20-30 Mm below the solar surface, the travel-
time difference between the ray approximation and forward
modelling is large at short distances from the acoustic source and
diminishes at large distances. The behaviour of acoustic waves
propagating in a model with linear velocity profile is different:
there the travel-time difference grows with the distance from the
source. This difference can be explained by including some wave
effects, which are neglected in the ray approximation. Also, the
discrepancy between actual travel times and those given by the
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ray approximation creates certain limitations which have to be
taken into account in analysis of real observational data.

The influence of the wave effects has been analysed by inver-
sion of the travel-time differences obtained for both cases of the
sub-photospheric flow velocity profiles. The inversion of travel-
time differences was carried out using the ray approximation.
Then, the dependences of the horizontal flow velocity on depth,
evaluated by inversion, were compared with the original equi-
librium bulk motion profiles. The comparison shows that in the
depth range between 0 and 20 Mm the velocities obtained by
inversion of the modelled data appear to be larger than the orig-
inal ones; however, in the case of Gaussian flow, the maximal
velocity is lower for the profile obtained from inversions. This is
caused by the sensitivity of the wave packet, which in reality is
spread over a range of distances, while in the ray approximation
the wave packet is presumed to be infinitely thin.
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