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Abstract—Breast cancer is one of the most deadly related
diseases in women across the world. The survival rate among
the patients with the breast cancer will increase, if the disease
is detected earlier. Mammogram analysis is one of the most
promising methods that are being used in the early detection
and abnormality classification of the breast cancer. Irrelevant
and noisy features extracted from mammogram image often
mislead the learning processes and also have negative impact
on the quality of classification process. Therefore, this paper
proposed the use of Fuzzy Rough Set Method to select the most
significant texture features from mammogram images. Selected
features are employed to build a more easy and understandable
learning model in order to improve the classification quality
of mammogram analysis systems. The results show that the
proposed method selects the appropriate subset of features that
are mostly representing the original data and increase the quality
of classification.

I. INTRODUCTION

Breast cancer is considered as the second leading cause of
cancer deaths in women worldwide, which occurs in nearly
one out of eight women, which accounts for 1.3 million new
cases annually[1]. Recovery of patients from breast cancer
depends critically on the timely diagnosis, quality of the given
treatments, and the accuracy of treatment plan [2]. Treatment
of breast cancer in its earlier stage has to go through two
phases, diagnosis phase, and the prognosis phase. Mammog-
raphy, biopsy and Fine Needle Aspiration (FNA) are three
common techniques used for detecting and diagnosing breast
cancer. The mammogram is considered as the gold standard
method for breast cancer screening and early detection[3]. It
can help to detect from 85% to 90% of all breast cancer
cases, because it can show the changes in the breast up to two
years before a patient or physician can feel of it. However,
breast abnormalities are defined with a wide range of features
in mammogram images that indicate the presence of breast
cancer, sometimes breast cancer features can be easily to be
missed or misinterpreted by radiologists while reading a large
number of mammographic images. To help radiologists to
provide accurate diagnosis, computer-aided detection systems

(CAD) have been developed in order to reduce the number of
false positives cases,which are the cases that are diagnosed as
positive while they are negative, [3], [4]. Most of CADs are
concerned with: (1) Image preprocessing and segmentation,
which are used to specify the region of interest (ROI). (2)
Feature extraction and selection. (3) Classification process.
Features extraction and selection process is one on the im-
portant factor that affects the classification results. The main
focus of this paper is feature selection for classification.

Feature Selection (FS) refers to the process of selecting the
minimum subset of features that preserves the meaning of the
original features[5]. An irrelevant feature is a feature that is
weakly correlated to the decisional feature, and can be removed
with a little or no negative effects to the classification accuracy.
A redundant feature is a feature that is highly correlated with
other features, and does not carry a significant knowledge
whenever it is added to the entire set of features. Removing
of irrelevant and redundant features from the original set of
feature can reduce the dimensionality of the data set and
improve the classification accuracy because those features may
mislead the classifier[6].

Feature selection methods are mainly classified into two
types, filter-based, and wrapper-based methods. Filter-based
methods select the subset of features independently of using
learning algorithms (predicator). Filter-based methods are less
computation expensive compared with wrapper methods that
integrate learning algorithms as black box to evaluate the
subset of features, more information regarding filter-based
methods can be found in [7], [8], [9], [10], [11]. On the other
hand wrapper methods are more efficient than filter methods
(i.e. wrapper-based methods produce a subset of feature has
better classification accuracy than the subset produced by filter-
based methods) [12], more information about wrapper-based
methods founds in [13]. Most of feature selection techniques
that are carried out have two main drawbacks: (1) Destroy the
meaning of the data knowledge ( i.e. transform-based feature
selection techniques). (2) The need for external information,
requiring additional information about the data set such as
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threshold in selection based approaches [12].

Fuzzy set is an approach introduce by Zadeh in [14] to deal
with data uncertainty (fuzziness) in which set of elements are
not necessary to be a full member in the set. Membership
function can determine the degree of member uncertainty.

Rough set theory, introduced by Zdzislaw Pawlak in [15],
is a mathematical theory that deals with incomplete, imperfect
data, and data vagueness. A rough set is an approximation of
a vague concept (set), in which vague set can be approximated
by a pair of precise concepts, called lower and upper approx-
imations. Lower approximation describes the set of objects
that are certainty belong to the subset of interest, while upper
approximation describes the of objects that are possibly belong
to the subset of interest.

Fuzzy rough set is an approach that combines rough set and
fuzzy set to overcome the shortness of the classical rough set,
which cannot deal with real values data.[10] Classical rough
set can deal with real values data through discretizing the data.
discretization destroy the meaning of data knowledge. Fuzzy
rough approach, adopted in this paper, preserves the meaning
of the knowledge of the data set in addition it does not required
an additional information to complete the process of feature
selection.

In this paper we mainly focus on employing fuzzy rough
set approach in CAD system for selecting the most significant
texture features from mammogram images. To achieve this
purpose, a CAD system of five stages has been adopted
to test our feature selection approach upon the Benchmark
Mammographic Image Analysis Society (MIAS) database [16].
The CAD system stages are: (1) Image enhancement (2) ROI
extraction (3) Features extraction (4) Features selection (5)
Classification.

The reset of this paper is organized as follows: section II
briefly describes fuzzy rough set approach for feature selection,
section III introduces the proposed approach of employing
fuzzy rough set for selecting the texture features from mam-
mogram images, section IV presents the experiments and the
associated results. Finally the paper is concluded in section V.

II. FUZZY ROUGH SET FOR FEATURE SELECTION

A. Background

A filter-based feature selection method called fuzzy rough
set for feature selection (FRFS) has been proposed in [17].
FRFS combines rough set with fuzzy set to tackle the weakness
of the classical rough set in order to deal with real-value
attributes without discretization. In [10] FRFS was adapted to
overcome the complexity of computing the Cartesian product
for every feature added to the subset. FRFS mainly depends
on defining a fuzzy similarity relation between objects within
a subset of features. Using the fuzzy similarity relation, fuzzy
concepts can be approximated by finding the lower and upper
approximation.

Degree of dependency between different fuzzy sets can
be computed either by the positive region that measures the
certainty of data, or the boundary region that measures the
uncertainty of data. Boundary region approach is computation
cost expensive because it requires computing both of the lower

and upper approximations. Significance of a feature can be
measured by the value of increase in the degree of depen-
dency whenever this feature is added corresponding subset of
features. The following subsections describe the components
of fuzzy rough set approach and present a descriptive example
of using fuzzy rough set for feature selection.

B. Components of fuzzy rough set approach

Let a universe U as a finite nonempty set of objects. Each
object within U is defined by a set of attributes, denoted by
A. The pair (U,A) is an information system (IS), where for
every subset P ⊆ A there exist an associated similarity relation.
μRp(x,y) denote the similarity of objects x, and y induced by
the subset of features p.

Given X ⊆ U, X can be approximated by the information
contained in P through the construction of the P-lower and
P-upper approximations of X as defined in Equations (1) and
(2) respectively.

μRpX(x) = infy∈UI(μRp(x, y), μx(y)) (1)

μRpX(x) = supy∈UT (μRp(x, y), μx(y)) (2)

Where I represents the fuzzy implicator, T is the t-norm,
and Rp is the fuzzy similarity relation induced by the subset
of features P. The degree of similarity of object with respect
to subset of features can be constructed using Equation (3)

μRp(x,y) =
⋂

a∈p

{
μRa(x,y)

}
(3)

whereμRp(x,y) is the degree of similarity between objects
x and y with respect to the subset of features p. Several
similarity relations can be constructed for this purpose. An
example of the similarity relations is shown in Equation (4).

μRp(x ,y) = max(
min(a(y)−(a(x)−σa)

σa
, (a(x)+σa)−a(y)

σa
)

, 0 )
(4)

where σa is the standard deviation of the feature a.

Let P and Q be sets of features inducing a similarity
relations over U, then the following information can be
computed:- fuzzy positive region (μPOSp(Q)(x)) using Equa-
tion (5). (μPOSp(Q)(x)) describes the set of objects in the
universe U that can be exactly classified into classes of U/Q.

μPOSp(Q)(x) = sup
X∈U/Q

μRpX(x) (5)

The fuzzy boundary region of fuzzy concept X,
(μBNDRp(X)(x)), shown in Equation (6). μBNDRp(X)(x)
describes the set of objects that can possibly but not certainly
classified. More details can be found in [10].

μBNDRp(X)(x) = μRpX(x) − μRpX(x) (6)

The main issue of fuzzy rough set data analysis is to find
a subset of features called reduct R that represents the original
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set of features. So fuzzy rough set feature selection algorithm
is search for the optimal subset of features that approximately
has either the same certainty or uncertainty of the original set
of features. Degree of dependency of object Q on a subset of
features P denoted as γ′

P (Q) can be computed using Equation
(7).

.γ′
P (Q) =

∑
x∈U μPOSRp(Q)(x)

|U | (7)

In this paper we rely on the positive region to compute the
degree of dependency because it is computation inexpensive.
μPOSRp(Q)(x) can be found by computing the lower approxi-
mation without the need to computer the upper approximation
as shown in Equation (7).

Figure 1 shows a simple feature selection approach, called
Fuzzy Rough Quick Reduct Algorithm (FRQuickreduct).
FRQuickreduct was introduced by R. Jensen [10] to select
the subset of features (R) that are mostly represents the total
original set of features. R in Figure 1 represents the subset
of features that has the same degree of dependency as the
dependency of the total original set of features C. ( i.e.
γ′
R(D) = γ′

C(D))

Fig. 1. Fuzzy Rough Quick Reduct Algorithm.

C. An example of Fuzzy rough set for feature selection

In the following we show an example of how fuzzy rough
set approach be used to select the most representative subset
of features. Consider Table I, as a real values information
system (IS). Two main steps of fuzzy rough set approach are

TABLE I. REAL VALUES INFORMATION SYSTEM

conditional feature

object a b c Decision

1 -0.4 -0.3 -0.5 no

2 -0.4 0.2 -0.1 yes

3 -0.3 -0.4 -0.3 no

4 0.3 -0.3 0 yes

5 0.2 -0.3 0 yes

6 0.2 0 0 no

used to complete the process of feature selection: (1) Find the
similarity relation, (2) Approximate the decision concepts.

1. Find the similarity relation
Fuzzy similarity measure defined in Equation (4) is used to
find the fuzzy similarity of objects with respect to the subset
of features. Table II shows the degree of similarity between
objects Ra(x, y),Rb(x, y), and Rc(x, y), with respect to the
features a, b, and c respectively.

2. Approximate decision concepts
Similarity relations shown in Table II are used in Equation
(1) to find the lower approximation of the concepts in the IS.
In order to compute the degree of dependency of objects
on a feature, positive region has to be computed for the
corresponding feature using Equations (5) and (7). Table III
shows the degree of dependency γ′

a(Q), γ′
b(Q), and γ′

c(Q)
of objects on features a, b, and c respectively.

TABLE II. SIMILARITY RELATION FOR THREE FEATURES

1 1 0.699 0 0 0
1 1 0.699 0 0 0

Ra (x,y) 0.699 0.699 1 0 0 0
0 0 0 1 0.699 0.699
0 0 0 0.699 1 1
0 0 0 0.699 1 1

1 0 0.568 1 1 0
0 1 0 0 0 0.137

Rb (x,y) 0.568 0 1 0.568 0.568 0
1 0 0.568 1 1 0
1 0 0.568 1 1 0
0 0.137 0 0 0 1

1 0 0.036 0 0 0
0 1 0.036 0.518 0.518 0.518

Rc (x,y) 0.036 0.036 1 0 0 0
0 0.518 0 1 1 1
0 0.518 0 1 1 1
0 0.518 0 1 1 1

TABLE III. POSITIVE REGIONS AND DEGREE OF DEPENDENCY

Concepts
obj (No) (Yes) Positive region
1 0 0 0
2 0 0 0
3 0.301 0 0.301
4 0 0.301 0.301
5 0 0 0
6 0 0 0

γ′
a(Q) = 0.602 / 6 = 0.1003

obj (No) (Yes) Positive region
1 0 0 0
2 0 0.863 0.863
3 0.432 0 0.432
4 0 0 0
5 0 0 0
6 0.863 0 0.863

γ′
b(Q) = 0.3597

Concepts
obj (No) (Yes) Positive region
1 1 0 1
2 0 0.482 0.482
3 0.964 0 0.964
4 0 0 0
5 0 0 0
6 0 0 0

γ′
c(Q) = 0.4078

FRQuickreduct algorithm shown in Figure 1 can be applied
for feature selection as follow: First find the similarity relation
of object with respect to the features a,b, and c. Second
computer the degree of dependency of objects on features a,b,
and c. Third we select feature c because it has the has the
largest degree dependency γ′

c(Q) = 0.4078 , so c is added to the
candidate reduct R. Fourth find the similarity relation between
objects with respect to the subset of features {c, a} and {c, b}
to find the degree of dependency of the subsets {c, a} and
{c, b}. Equation (3) can be used to find the similarity relation
between objects with respect to a subset of features. Finally
the process is continuing until the best degree of dependency
is achieved or there is no change on the degree dependency
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whenever a new feature is added. In our example γ′
{a,c}(Q) =

0.5501 γ′
{b,c}(Q) = 1 are computed. Because the subset {b, c}

has the largest dependency, feature b is added to the candidate
reduct {c}. The search process is terminated because we got
the maximum degree of dependency 1, and the Reduct {b, c}
is returned.

III. FUZZY ROUGH SET APPROACH FOR SELECTING THE

TEXTURE FEATURES FROM MIAS MAMMOGRAM IMAGES

Figure 2 shows the main stages of the proposed CAD
system used to analysis MIAS database and selects the most
significant features that are mostly represent the knowledge
of the total original set of features. The following subsections
describe the stages proposed CAD system.

Fig. 2. The Stages of the proposed CAD System

A. Image enhancement

In advance of extracting the set of features; Mammogram
images have to be preprocessed to enhance the contrast of
their pixel’s grey levels. Wavelet-based contrast enhancement
is one of the preprocessing approaches that can be applied to
enhance the contrast of mammogram images. Wavelet-based
method has shown high performance in enhancing the contrast
of mammogram images. More information can be found in
[18].

B. ROI Extraction

To identify the suspicious region that contains the masses,
and separate to it from the image background, different image
processing techniques can be used. In MIAS database the
regions of interest (ROI) are defined manually by expert
radiologist, as chain code associated with MIAS database as
*.overlay files. ROI can be extracted by reading the chain code
*.overlay files and identifying the grey values of pixels within
the region.

C. Feature extraction

Extracting features from mammogram images by computer
is an important step in CAD systems. It plays an important role
in detecting masses of breast cancer. Different type of features
can be extracted from pixels grey values, for example texture
features, geometric features, and wavelets features. First order
statistical features (FOS) and second order statistical features
(i.e. grey level co-occurrence matrices features (GLCMs)) can
be extracted from ROI.

1. First order statistics features (FOS)
FOS is a set of different statistical properties of the image
histogram (grey level values). FOS depends only on the

grey value of an individual pixel without caring about the
relation (interaction or co-occurrence) with the neighbor
pixels.

2. Second order statistics features (Grey level co-
occurrence) (GLCM)
GLCM is a statistical tool used for extracting second order
texture features of an image. GLCM describes the relation
or co-occurrence between two grey levels in an image. An
element in GLCM Pd,θ(i, j), represents the probability of
the occurrence of the pair of grey level (i, j), separated by
distance d at direction θ.

D. Feature selection

Feature selection refers to the process of selecting the most
representative subset of features that are mostly representing
the knowledge of the total original set of features. Fuzzy rough
approach feature selection(FRFS) is adopted. FRFS deals with
data of real values without data discretization, which may
cause of knowledge loss. In addition FRFS does not require
additional information about the data such as thresholds.

E. Classification

Classification is a machine learning techniques used to
classified set of object to its class. In order to compare the
classification accuracy, (i.e. information representative) of the
selected subset of features and the original features different
classifiers can be used.

IV. EXPERIMENTS AND RESULTS

To select the most significant statistical features from
mammogram images, a CAD system of five steps which
are described in section III is developed. The system was
implemented using java programming language to connect
MATLAB with WEKA machine language tool. MATLAB is
used for the image pre-process such as contrast enhancement,
ROI extraction and Image resizing and features extraction.
WEKA is used for feature selection and classification pro-
cesses. The experiments were conducted on a system with the
following properties an Intel Pentium 4 core 2 Quad 2.66 GHz
processor.

The following steps are taken to implement the previous
methodology with MIAS database.

A. Mammographic database

Mammographic Image Analysis Society (MIAS) [16]
database, from Pilot European Image Processing Archive
(PEIPA) at the University of Essex, is considered for our
CAD system. We choose MIAS because it is one of the most
common databases that used in mammogram analysis. Table
IV describe the common characteristics of the MIAS database.
In this paper, a total of 92 of abnormal mass cases and 207
normal cases of mammogram images are adopted.

B. Image enhancement

The wavelet-based contrast enhancement approach is used
to enhance the contrast of the pixel grey values of the mam-
mogram images.
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TABLE IV. DESCRIPTION OF THE USED DATA SETS

class Mass abnormality Number of cases Total
Malignant Benign

Normal Normal - - 207

Circumscribed masses 4 20 24
Speculated masses 8 11 19

Abnormal Masses Ill-defined masses 8 7 15
Architectural distortion masses 10 9 19
Asymmetry masses 9 6 15

C. ROI extraction

After contrast enhancement, the chain codes, which are
associated with MIAS database are used to identify the ROI.
Chain code files are readied to extract the ROI of database im-
ages. Total 92 block of ROI for abnormal cases are extracted.
Normal cases ROI blocks are resized to fixed size which is 101
X 101 pixels. For normal cases 7 random 101 X 101 blocks
are extracted for every a normal case. Totaly we have 1541
blocks (92 abnormal and 207 X 7 normal cases).

D. Texture features extraction

25 texture features, shown in Table V, have been extracted
using MATLAB statistical tool. 9 FOS features: mean, standard
deviation, skewness, Kurtosis, variance, max, range, enter,
momentum. 4 GLCMs, derived from contrast, correlation,
energy, and homogeneity, corresponding for each direction of
the four direction of θ, (θ = 0, 45, 90, and 135), and one
distance d = 1 are extracted. So we have 16 GLCM features.

TABLE V. DESCRIPTION OF THE EXTRACTED STATISTICAL FEATURES

Statistical feature Extracted features Number of features

mean, standard deviation, skewness,
FOS Kurtosis,variance, max,range, enter, 9

momentum

Contrastθ,d Correlationθ,d,
GLCM Energyθ,d , and

Homogeneityθ,d

16

where (θ = 0, 45, 90, 135 and d = 1).”

E. Feature selection

Fuzzy rough set approach, which is already implemented
in WEKA, is used to select the most representative subset of
features. 7 features of the total 25 features shown in Table VI
are eliminated, while 18 features are selected to represent the
knowledge of the total 25 features.

TABLE VI. THE SET OF ELIMINATED FEATURES

Removed features

FOS GLCM

Kurtosis contrast(135,1) ,correlation(0,1) , correlation(90,1)

correlation(135,1) , energy(0,1) , energy(135,1)

F. Classification

To evaluate the significance of the selected features, Fea-
tures have been passed to two common classifiers, J48, a Java
implementation of decision tree classifier C4.5, and Vector
Quantization Neural Network (VQNN) [19]. Table VII show
the classification accuracy of both classifiers (i.e. J48 and
VQNN) for the both cases (i.e. selected subset, and the original
total set of features).

TABLE VII. THE CLASSIFICATION RESULTS

Number of Features Classification accuracy

J48 VQNN

Original features 25 93.58% 93.70%

Selected Features 17 94.22% 94.60%

G. Validation

To validate the processes of feature selection and classi-
fication, tenfold cross-validation (10-FCV) was employed for
data validation. 10-FCV partitions data into ten subsets. Nine
of these subsets are used to perform training and the tenth is
used for classification.

As shown in Table VI, out of the total original 25 features
7 features have been eliminated without negative effect on
the accuracy of classification. The classification accuracy of
both J48 and VQNN classifies have been improved as shown
in Table VII. These results prove that some features (i.e.
redundant or irrelevant features) have no significance to the
classification accuracy and almost mislead classifier.

V. CONCLUSION

In this paper a CAD system has been developed for
mammogram analysis and feature selection. MIAS database
was adopted, wavelet-base contrast enhancement approach use
applied to enhance the contrast of mammogram images. ROIs
were localized manually by expert radiologists. For every
normal case 7 random ROI were extracted. Statistical tool
was used to extract 25 first and second order statistical texture
features. Fuzzy rough set was employed to select the most
important features. Significance of selected features was eval-
uated J48 and VQNN. The results show that the classification
accuracy were improved with the selected features in addition
data set size is reduced. Further investigations are required
to verify the usefulness of other statistical texture features to
achieve better the accuracy of classification.
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