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Preface

OPTI 2012, the twelfth edition in the series of international conferences
devoted to Optimum Design of Structures and Materials was held in the
New Forest in UK, during 20-22 June 2012, organized by the University of
Coruña (Spain), the Wessex Institute of Technology (UK) and the Vrije
Universiteit of Brussels (Belgium).

The OPTI conferences started in Southampton, UK,(1989) followed by
Boston, USA (1991); Zaragoza, Spain (1993); Miami, USA (1995); Rome,
Italy (1997); Orlando, USA (1999); Bologna, Italy (2001); Detroit, USA
(2003); Skiathos, Greece (2005); Myrtle Beach, USA (2007) and the Algarve,
Portugal (2009).

The main objective of these events were to provide a friendly and useful
forum for networking amongst researchers, engineers from the industry and
professors from the academia involved in optimization and therefore allowing
them to discuss ideas and practical and theoretical approaches in design
optimization and also helping them to be aware about the advances in this
scientific discipline.

Currently, optimization techniques have much to offer to those involved in
design in almost any engineering field because the formulation of optimum
design has improved dramatically since it was mostly an academic concept
unable to produce solutions for real industrial problems. The enhancement
of numerical methods, the development of new optimization algorithms, the
appearance of powerful commercial computer codes with easy to use
graphical interfaces and the revolution in computer architecture has made
possible for optimization methodologies to be an essential factor in
engineering design.



This book contains most of the papers presented at OPTI 2012. The conference
attracted contributions describing case studies in engineering fields as
electrical transmission towers, masonry constructions, thin walled structures,
short cobels, cable and arch structures, bridges and aircraft structures. The
scope of approaches range from size to shape or topology optimization and
several strategies such as meta-models, bionic procedures, isogeometric
formulations, reliability methods and optimization under uncertainties can
be found out in the book.

The Editors would like to express their gratitude to all authors for their
contributions. They are also grateful to the members of the International
Scientific Advisory Committee (ISAC) who reviewed the manuscripts
efficiently and timely and hence ensuring their technical quality.

The Editors
June 2012

Papers from past conferences have been archived in the WIT library
http://library.witpress.com/ where they are available to the international
scientific community.
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Limit spans of cable and arch structures 

P. Latteur1 & W. P. De Wilde2  
1Tractebel Engineering, Belgium 
2Vrije Universiteit Brussel (VUB), Belgium 

Abstract 

The limit span is reached when a structure cannot bear any other load than its 
self-weight, while the maximum resistance of the material or an excessive 
deflection is reached. Former publications have shown that the indicators of 
volume W and of displacement  are dimensionless numbers which allow 
optimizing efficiently the strength and self-weight or the stiffness of structures. 
In this context, this survey establishes the analytical expressions of limit spans of 
cables and arches. 
Keywords: limit span, maximum span, ultimate span, self-weight, deflections, 
limit, buckling, volume, morphological indicators, indicator of volume, indicator 
of displacement. 

1 Introduction 

During the last decades, structures with ever increasing spans have been 
designed: e.g. the Viaduct of Millau (France), a technological and scientific 
masterwork, is a perfect illustration of this statement. 
     It is thus perfectly legitimate to ask oneself: “what are the theoretical limits of 
structural spans?”, and also “what are the factors influencing this limit?” 
     The latter question is not trivial as the answer depends on the typology of the 
structure: a beam is subject to bending, an arch to compression, a cable only 
works in traction and one finds both compression and traction in trusses.  
     Considering the specifications of the Eurocodes, defining performances of a 
structure from both points of view of strength (ultimate limit state, in short ULS) 
and stiffness (serviceability limit state or SLS), and taking into account local 
instability phenomena (buckling), one can distinguish between: 
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- strength limit span, reached when the material strength is exceeded under 
the self-weight of the structure; 

- stiffness limit span, reached when the maximum deflection, under self-
weight, is exceeded, or when instability phenomena occur. 

 

     By material strength one has to think in terms of yield stress (e.g. for steel) or 
ultimate strength: one is then thinking of an “ultimate limit span”. The 
considered strength will be noted as . In order to establish the subsequent 
diagrams, one considered: 
 

- for VHS steel:   = 1000 Mpa; (VHS: very high yield strength steel) 
- for HS steel :   = 300 Mpa; (HS: high yield strength steel) 
- for mild steel :   = 140 Mpa; 
- for aluminium :    = 55 Mpa; 
- for timber :    = 10 Mpa; 
- for reinforced (RC) or prestressed concrete (PC) :   = 15 Mpa. 
 

     Generalizing the concept of limit span, one could define it as the maximum 
span a structure can withstand, sustaining its self-weight, plus a given load F. 
     To establish those limit spans the authors make use of the theory of so-called 
“morphological indicators”, developed in the context of arches in [1–3].  
     A morphological indicator is a number which has three characteristics: 
 

- it is a dimensionless number 
- it is the image of a physical value (volume of material, stiffness of a 

structure…) 
- its value depends on the overall geometry of the structure (e.g. through the 

(geometrical) slenderness of the structure, being the ratio L/H between the 
dimensions of the smallest window in which the structure can be included, 
L/H>1, or on the geometry of the transverse sections of the structural 
components through what one calls form factors. 

 

     As either volume indicator W or displacement indicator  allow to find 
structures of minimum volume, resp. maximal stiffness (= with minimal 
deflection), it should be logical to consider their use in the determination of limit 
spans of different structural typologies. 
     This study is considering the problem for both iso- and hyperstatic arches and 
cables, necessitating an essentially different approach, as cables are only subject 
to traction, whereas arches are subject to compression and possible instability 
phenomena have thus to be taken into account.  
     The volume indicator W can be expressed as: 







 



,
H

L
function

FL

V
W


     with     

qEF

Lµ

  

in which expression  is the buckling indicator, introduced by Latteur  [3]  
carrying the information about the impact of possible buckling phenomena on 
the total volume of the structure. The value  is the limit strength of the material 
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and is depending on both the type of material and the type of calculation, be it 
elastic or nonlinear.  
     Finally, it is useful to remind the three morphological indicators which were 
named “form factors” and characterising the geometry of the transverse sections 
of the elements. Those dimensionless numbers are defined by: 

2

2

2 16 h
s

I

hI
q










 
     Figures 1  3 show the values of these form factors for eg. tubular sections. 
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Figure 1: Graph of 2 Iq . 
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Figure 2: Graph of Ih 162 . 
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Figure 3: Graph of 2hs  . 

2 Limit span of cables 

A large span cable, when subject to its own weight takes the form of a catenary 
curve. On the other hand, a cable in a suspension bridge can, if the self-weight of 
the cable is not dominant, be assimilated with a parabolic curve. 
     In this context one can establish a first calculation of limit spans on the basis 
of parabolic curves, but a second calculation should also be achieved on the basis 
of a catenary form, in order to compare and assess the results. 

2.1 Hypothesis 1: the cable can be assimilated with a parabola 

As a cable structure can only support traction, its volume indicator W can be 
found by taking W for an arch with constant section, loaded in pure compression, 
neglecting buckling for the latter [2, §4.1, end of page]: 

)/( HLW
FL

V
W 


, in which: 


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











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






222
)/( 161

4
ln

4
161161

16
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L

H

L

H

H

L

L

H

L

H

H

L
W HL  

     W depends only on the value of the slenderness L/H en reaches a minimum 
for L/H = 2,926. Self-weight is V and assumed to be uniformly distributed, 
which yields: 

 
)/( HLW

LVF

V


 

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     If one now defines  = F/(V) being the ratio between the resultant of 
externally applied loads F and the self-weight: 

  W
L


 


1
 

which yields a value for the limit span when   0: 
 

  W
L

1

1

1
max 















 

and thus:    

W
L

1
lim 




 
     Fig. 4 shows the limit values for the previously defined materials. These can 

be corrected in function of the value taken by  VF   : 
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     One can also rewrite the above expression, thus finding the value of  for a 
given span:            

1
1











WL
  

     For any material, the maximum span Llim of a cable is found for L/H=2,926: 
 - for  VHS steel ( = 1000 Mpa,  = 77 kN/m3) : Llim = 16707 m; 
 - for  HS steel ( = 300 Mpa,  = 77 kN/m3) : Llim = 5012 m; 
 - for mild steel ( = 140 Mpa,  = 77 kN/m3) : Llim = 2339 m; 
 - for aluminium ( = 55 Mpa,  = 27 kN/m3) : Llim = 2622 m; 
     Those spans decrease dramatically for larger or lower values of L/H. 
     Remark: one of the longest span of a cable car today is that of Trockener 
Steg, Switzerland and has a span of 2900 m for a value L/H=9. 
     Fig. 4 shows that for L/H=9 and the selected materials, the limit span is 
10000m. However, applying the stress reduction factor of 3 (uncertainties about 
loads, fatigue, material uncertainties…) one finds a limit span of 3333 m, which 
proves that the design engineers produced a nearly optimal design. Let us also 
draw the attention on the fact that nowadays limit stress values are increased to 
approx. 2000 MPa. 
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Figure 4: Limit span of cables; continuous lines: hypothesis "parabolic cable" 
and in long dotted lines: hypothesis "catenary cable".  
(acier doux = mild steel; portée = span; Acier THLE= VHS steel; 
Acier HLE = HS steel). 
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2.2 Catenary cable form 

A cable which is only subject to its self-weight takes the form of a catenary. If R 
is representing the thrust force (horizontal component of the reaction at the 
abutments), one can write following equations: 

 Total length of the cable: L0: 





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
R

mgL
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 Normal force in the cable:
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 Local coordinate on the cable:
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     If  is the (constant) cable section, the limit span is reached when 

    0xN  (5) 

     Equation (2) transforms into: 
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in which 
L

R
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1  is a solution of the implicit equation. Eqn (3) then becomes: 
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     If one notes that 
 
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
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21 , condition eqn (5) transforms into: 
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     This relation defines the curves in long dotted lines in fig. 4: they 
undoubtedly prove that the approximation of the deflection by a parabola is both 
safe and very acceptable.  
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Figure 5: Catenary cable form. 

3 Limit spans of arches 

Fig 6 shows the ratio between larc, the length of the arch, and its span L, which 
one can call g(L/H) and which only depends on the slenderness L/H. 
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Figure 6: larc/L= g(L/H) is shown as a function of the slenderness.  

     The limit span is studied from the point of view of strength. Indeed, one 
shows that the deformation of a uniformly loaded arch is very small, and that 
strength determines the limit span. 
     Let one consider parabolic arches with constant section; its volume indicator 
is [2, eqn (4)]: 
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with )(CW  the volume indicator for the elements in compression: 
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where parameter  takes the type of arch into account and is only dependent on 
the L/H ratio: 

2L

EI
F   

h H

L
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     As the buckling indicator totqEFL  and the total load (self-weight 

incl.) VFFtot  , the above expression becomes: 
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     As the total load F is a fraction F = (V) of the total self-weight: 
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which can be rewritten:  
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     Fig. 6 shows that the total volume V of the arch with constant section  : 
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     And as  162hqZ , eqn (6) is now: 
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One finally gets: 
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(7) 

     The term between square brackets only depends on L/H. For L/H = 4, the 
value is: 

- 2,425 for the three hinged arch; 
- 6,038 for the clamped arch. 

     The limit span is found when the arch can only sustain its self-weight, i.e. 
when   0. For L/H=4, with the two above mentioned values: 

3
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     for the 3 hinged arch; 
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
     for the clamped arch. 
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Figure 7: Limit spans of arches with slenderness L/H = 4, in function of  
h, height of the section (sections pleines = massive sections, 
caissons = boxes, béton = concrete, bois = timber, portée  
limite = limit span). 
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     The values of E  for frequently used materials are: 

- for steel : E = 2727.106 [mm], (E= 210000 Mpa,   = 77 kN/m3); 

- for aluminium :  E  = 2592.106 [mm], (E = 70000 Mpa,   = 27  kN/m3); 

- for timber :  E  = 1670.106 [mm],  (E = 10000 Mpa,   = 6 kN/m3); 

- for reinforced or prestressed concrete:  E  =   600.106 till 1200.106 

[mm], (E = 15000…30000 Mpa,   = 25 kN/m3). 

4 Conclusions 

Morphological indicators are tools which are used by designers in the conceptual 
design stage. They allow for a suboptimal design of structures and give a 
preliminary indication of the mechanical possibilities of materials, in the context 
of structural typologies. The theory allowed to establish good approximations of 
the limit spans of cable (only traction) and arch (essentially compression and 
thus sensitive to buckling) structures. 
     An important conclusion concerns the approximation of the deflection curve 
of a cable structure by a parabola: this approximation has been shown to be safe 
and sufficient. 
     The authors have also applied this theory and established limit spans for 
beams and classical trusses. These are reported in [3] and could be included in a 
later paper. 
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in different rock environments 
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Abstract 

This paper presents the cost optimization of underground gas storage (UGS), 
designed from lined rock caverns (LRC). The optimization is performed by the 
non-linear programming (NLP) approach in different rock environments. For this 
purpose, the NLP optimization model OPTUGS was developed. The model 
comprises the cost objective function, which is subjected to geomechanical and 
design constraints. The optimization proposed is to be performed for the phase of 
the conceptual design. A numerical example at the end of the paper demonstrates 
the efficiency of the introduced optimization approach.  
Keywords: underground gas storage, UGS, lined rock cavern, LRC, rock mass 
rating, RMR, optimization, non-linear programming, NLP. 

1 Introduction 

This paper deals with the optimization of the investment and operational costs of 
the underground gas storage (UGS), designed from lined rock caverns (LRC)   
[1–3]. The optimization is performed by the non-linear programming (NLP) 
approach. For this purpose, the NLP optimization model is developed. Since the 
optimization is proposed to be performed for the phase of the conceptual design, 
only some basic conditions are defined in the optimization model in order to 
assure enough strength safety of the rock mass and impermeability of the cavern 
wall and steel lining. The latter is achieved by the limitation of steel lining and 
concrete wall stains.  
     Since there exist various rock masses with enough strength to support the 
UGS, the optimization of the UGS is proposed to be calculated in different rock 
environments. For this purpose, a rock mass classification – the so called rock 
mass rating (RMR) system is used. 
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     The considered UGS is performed by the construction of one or more LRCs. 
The structure of the LRC is simple: its reservoir wall is designed from a concrete 
wall and a steel lining. Although the concrete wall is reinforced, it just transports 
the gas pressure from the cavern on the surrounding rock. The same holds with 
the steel lining, which only enables the impermeability (sealing) of the cavern. 
     The primary objectives of the proposed optimization of the investment and 
operational costs of the UGS are:  
 Minimization of the investment and operational costs of the UGS system in 

different rock environments (RMR), 
 Calculation of the optimal inner gas pressure, the cavern depth, the cavern 

inner diameter, thickness of the cavern concrete wall and the height of the 
cavern tube through the optimization for the treated RMR,  

 Storing the highest possible quantity of gas under high pressure, 
 Ensure the safety of the UGS at the time of construction and service. 
     In order to achieve the upper objectives, the geotechnical problem is proposed 
to be solved simultaneously. Geomechanical rock mass parameters are 
determined from geological conditions of a selected suitable UGS location and a 
special FE model is generated. Strength stability of the rock mass and safety of 
the system are then analyzed for various design parameters like the inner gas 
pressures, cavern depths, cavern diameters and the cavern wall thickness. As a 
result, geomechanical constraints are proposed to be approximated/defined and 
put into the optimization model. 

2 Underground gas storage designed from LRC 

The design of the considered LRC structure is typical, see Figure 1. The LRC 
consists from the cylindrical wall and the upper and lower spheres. The caverns 
are typically 50 to 100 m high and are located at depths from 100 to 300 m. 
Their concept involves relatively large diameters: between 10 and 50 m. The 
concrete wall is 2 or more meters thick, the thickness of the steel lining amounts 
from 12 to 15 mm. 
     It is expected that the gas pressure cyclically increases and decreases during 
periods of gas supply and discharge between the minimal (3 MPa) and maximal 
(calculated) value. The internal pressure therefore causes static and cyclic loads. 
The minimum lifetime of the LRC is limited to be higher than 500 cycles. Since 
caverns are constructed at the depths between 100 and 300 m, the hydrostatic 
pressure reaches 1 to 3 MPa. Drainage system is installed on the outer side of the 
cavern wall. It drainages the water and enables the monitoring, collection and 
removing of the gas in the case of gas leakage. 
     The system of tunnels is designed in order to transport material and allow the 
access for machinery during the construction of the underground chambers. The 
tunnels also provide a cost-effective mining of caverns. Cross-section of tunnels 
amounts about 25 m2 in the flat areas and 40 m2 in curved areas. 
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Figure 1: Vertical cross-section of the lined rock cavern (LRC). 

     The risks which occur during the construction are similar to ones at the 
construction of tunnels: large scale failure of the rock cover, large deformations 
of the cavern wall, irruption of the water and impact on water resources in the 
surrounding area. The risks which may occur during the operation are: failure of 
the rock mass, uplift of the rock cover, failure of the rock between two caverns, 
large deformation or destruction of the steel lining, unequally deformation of the 
LRC structure because of the rock heterogeneity and the draining system does 
not work. Since the risks during the operation are decisive, the risks during the 
construction are not considered explicitly in this paper. 
     The LRC concept should provide a safe and environmentally friendly mode 
for gas storage. Since the gas should never been in contact with the environment, 
the gas storage is designed as a closed system. The caverns and the entire gas 
network are impermeable. 

3 Optimization model OPTUGS 

The general optimization model OPTUGS was developed for the optimization of 
the underground gas storage. As the optimization problem of the UGS is non-

Computer Aided Optimum Design in Engineering XII  17

 
 www.witpress.com, ISSN 1743-3509 (on-line) 
WIT Transactions on The Built Environment, Vol 125, © 201  WIT Press2



linear, the non-linear programming (NLP) optimization approach is used and 
described in the paper. 

3.1 NLP problem formulation 

The general NLP optimization problem can be formulated as follows: 
 

 min  z = f(x)  

subjected to: 

 h(x) = 0 (NLP) 

 g(x)  0  

 x  X = { x x  Rn, xLo  x  xUp }  

where x is a vector of continuous variables, defined within the compact set X. 
Functions f(x), h(x) and g(x) are nonlinear functions involved in the objective 
function z, equality and inequality constraints, respectively. All functions f(x), 
h(x) and g(x) must be continuous and differentiable. 
     In the context of structural optimization, variables include dimensions, cross-
section characteristics, strains, materials, stresses, economic parameters, etc. 
Equality and inequality constraints and the bounds of the variables represent a 
rigorous system of the design, loading, stress, resistance and deflections 
functions taken from structural analysis and the dimensioning. 

3.2 NLP optimization model 

According to the above NLP problem formulation, an NLP optimization model 
OPTUGS was developed. As an interface for mathematical modelling and data 
inputs/outputs GAMS (General Algebraic Modelling System), a high level 
language [4], was used. The proposed optimization model includes input data 
(constants), variables and cost objective function of the UGS system, subjected 
to defined geomechanical and design non-linear and linear constraints. 
     Input data represent design and economical data (constants) for the 
optimization. Coefficients involved in the objective function and geomechanical 
inequality constraints are also defined as input data. 
     The inner gas pressure p [MPa], the cavern depth h [m], the cavern inner 
diameter d [m], the cavern concrete wall thickness t [m] and height of the cavern 
tube hcav [m] are in the optimization model OPTUGS declared as variables, see 
Figure 1. 

3.2.1 Objective function 
The objective function comprises the investment and operational costs of the 
UGS system COSTS [EUR], see eqn. (1).  
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 (1) 

 
     The objective variable COSTS includes fixed costs (constant sum) and 
dimension dependence (variable) costs. The fixed costs amounts upper ground 
works costsup [EUR] and underground works costsunder [EUR]. 
     The dimension dependence costs are dependant on a depth of the tunnel 
excavation, structure and protection, on a geometry of the cavern excavation, 
protection and drainage system as well as on used quantities of the cavern 
concrete, the reinforcement and steel lining. In this way, the tunnel excavation 
and protection costs are determined by the term Cexc,tun·V

sf
exc,tun +Cprot,tun·V

sf
exc,tun, 

where Cexc,tun [EUR/m3] represents the price of the tunnel excavation, Cprot,tun 

[EUR/m3] is the price of the tunnel protection and Vsf
exc,tun [m

3] denotes a volume 
of vertical and horizontal tunnel excavation. The cavern excavation costs  
Cexc,cav·V

sf
exc,cav  are defined with the price of the cavern excavation Cexc,cav 

[EUR/m3] and the cavern excavation volume Vsf
exc,cav  [m

3].  
     In addition, the cavern protection and drainage system costs are expressed by 
the expression Cprot,cav·A

sf
exc,cav +Cdrain·A

sf
exc,cav, where Cprot,cav [EUR/m2] 

represents the price of the cavern protection, Cdrain [EUR/m2] stands for the price 
of the cavern drainage and Asf

exc,cav [m
2] is the cavern excavation area. Costs of 

the concrete for walls are calculated by the expression Cwall·(V
sf

exc,cav-V
sf

cav), 
where Cwall [EUR/m3] represents the price of the cavern wall concrete, the term 
(Vsf

exc,cav-V
sf

cav) denotes the volume of used concrete, Vsf
cav  stands for the inner 

volume of the cavern. Costs for the reinforcements are defined by the term 
Creinf·(V

sf
exc,cav-V

sf
cav)·ρ·rperc, where Creinf [EUR/t] is the price for the wall 

reinforcement, ρ [t/m3] represents the unit mass of steel and rperc [-] denotes the 
percentage of the reinforcement.  
     Finally, costs of steel lining are determined by the term Csteel·A

sf
cav, where 

Csteel [EUR/m2] represents the price of the steel lining and Asf
cav the spread area 

of the steel lining (inner cavern area). Nocav stands for the number of constructed 
caverns in the UGS system. 

3.2.2 Geomechanical constraints 
Geomechanical inequality constraints enable the rock mass strength stability and 
safety. In this way, four conditions have to be defined in a form of four 
geomechanical inequality constraints: 
 Condition 1:  Strength of the rock mass is not exceeded, eqn. (2), 
 Condition 2:  Uplift of the rock cover is prevented, eqn. (3), 
 Condition 3:  Failure of  the rock between two caverns is prevented, eqn. (4),  
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 Condition 4:  Strains of the steel lining need to be limited under the 
acceptable value, eqn. (5).  

     Condition 1 is checked by eqn. (2), bay which the design gas pressure p 
[MPa] must not exceed the limit gas pressure pGSI, calculated by Noren criterion 
[5]. While parameter GSI has to be evaluated for the each UGS system separately 
by the generalized Hoek-Brown failure criterion [6], parameter a is 0.004 and 
parameter b is 2.190. 

 sf
GSIpp   

where: 

 Nbsf
GSI GSIap  N  (2.1) 

     Condition 2 is satisfied when the calculated safety factor against the rock 
cover uplift SFup is greater than a defined minimal value SFup,min, see Eq. (3). A 
typical value for SFup,min is taken 3. 

 min,up
sf

up SFSF   (3) 

where sf
upSF  is a following substitution function: 
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     When Condition 3 is considered, the calculated safety factor against the rock 
failure between two caverns SFhoriz must be greater than a defined minimal value 
SFhoriz,min, see Eq. (4). A typical value for SFhoriz,min is 2.5.  

 min,horiz
sf

horiz SFSF   (4) 

where sf
horizSF  is: 
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     When Condition 4 is checked, strains of steel lining ε are limited to be smaller 
than a defined maximal strain εmax, see Eq. (5). For a typical number of 1000 
cycles of cavern loading εmax is 3.5 ‰.  

 max
sf    (5) 

where εsf is: 
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    (2) 
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     While p [MPa] represents inner gas pressure, h [m] is the cavern depth, d [m] 
stands for the cavern inner diameter and t [m] is thickness of the concrete wall; 
constants p0, h0, d0, t0, and l0 represent the initial values of mentioned parameters.  
     It should be noted that the substituted functions, i.e. eqn. (3.1), (4.1) and (5.1), 
are proposed to be approximated from a series of FEM analyses for the particular 
UGS system and its geomechanical parameters (see the numerical example at the 
end of the paper).  

3.2.3 Design (in)equality constraints 
Design (in)equality constraints determine the UGS cavern geometry and the gas 
pressure to be calculated inside the defined limits. The reliability of the system 
depends on several geometrical parameters such as the depth and diameter of the 
cavern, and its height. Thickness of the cavern wall also plays an important role. 
Relation between the cavern volume, the design stored gas capacity and gas 
pressure should also be defined. Gas pressure p is calculated by the constraint 
(6). 

 3010  p  (6) 

     Depth of the cavern h [m] is bounded, see eqn. (7). 

 300100  h  (7) 

     The cavern inner diameter d [m] vary between its lower and upper bounds, 
see eqn. (8).  

 3010  d  (8) 

     Constraint (9) defines bounds of the concrete wall thickness t [m]. 

 52  t  (9) 

     The height of the cavern tube hcav [m] is defined by eqn. (10). 

 300  cavh  (10) 

     Relation between the cavern volume Vsf
cav, the stored gas capacity Vgas and the 

gas pressure p is given by eqn. (11). 

 
2073024613 p,p,

V
V gassf

cav 
  (11) 

4 Numerical example 

In order to interpret the proposed optimization approach, the paper presents a 
study of the NLP optimization of the investment and operational costs of an 
underground gas storage, planned in Senovo [7, 8], located in the south-eastern 
part of Slovenia. The UGS is planned to be constructed from a single lined rock 
cavern in order to store 5.56 millions m3 of natural gas. The concrete C 30/37 
and structural steel S 235 are used for the construction of tunnels, cavern walls 
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and steel lining. Steel S 400 was used for the reinforcement. Steel lining is 12 
mm thick. The optimization/calculation of the UGS system comprises: 
 Optimization of the UGS in seven different rock environments, 
 Determination of the rock mass parameters for the location of Senovo, 
 Definition of the geomechanical inequality constraints for the treated UGS, 
 Optimization of the UGS system Senovo. 

4.1 Optimization of the UGS in 7 different rock environments 

For the optimization, 7 different rock mass qualities were defined, for which 
different rock mass parameters are typically determined. We used the rock mass 
rating (RMR) system. E.g., the unconfined compressive strengths of the intact 
rock σci are 55, 60, 65, 70, 75, 80 and 85 MPa, the geological strength indexes 
GSI are 41, 46, 51, 56, 61, 66 and 71, etc. Consequently, for 7 different rock 
environments (parameters), 7 optimizations were performed for the data of the 
UGS Senovo to store 5.56 millions m3 of natural gas. The developed 
optimization model OPTUGS was applied. The optimal investment and 
operational costs per the cavern and per the m3 of stored gas in Senovo are 
presented in Table 1. 

Table 1:  Optimal investment and operational costs of the UGS Senovo in 7 
possible different rock environments (RMR). 

Rock mass rating 
RMR 

Investment costs per 
the cavern,   EUR 

Investment costs per m3 
of the stored gas,   EUR/m3 

RMR 1 36.701·106 6.601 
RMR 2 (Senovo) 32.807·106 5.901 

RMR 3 31.172·106 5.606 
RMR 4 30.193·106 5.430 
RMR 5 29.783·106 5.357 
RMR 6 29.733·106 5.348 
RMR 7 29.625·106 5.328 

 
     While the highest costs were obtained for the lowest rock strength (RMR 1), 
the costs of all other RMRs were found to be smaller and similar. Rock masses 
RMR 2 to RMR 7 can be thus suitable for storing the gas. Since in the 
neighbourhood of Senovo the rock mass RMR 2 was located, it was selected for 
the storing the gas. The optimization in this rock environment is presented in the 
following sections. 

4.2 Determination of the rock mass parameters 

Data obtained from geological mapping and geological inventory of the core 
wells, confirming act and limestone dolomites in the eastern area of mine Senovo 
are presented in reference [7]. After all needed geological data were obtained, 
rock mass parameters were determined on the basis of the generalized Hoek-
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Brown failure criterion [6, 9]. The computer program RocLab was applied [10]. 
While the unconfined compressive strength of the intact rock σci was 60 MPa, the 
geological strength index GSI was 46. The Mohr-Coulomb strength parameters 
are derived, i.e. the cohesion c was 900 kPa and the friction angle φ was 39°. 
Finally, calculated were the rock mass parameters: the rock mass tensile strength 
σt was 0.092 MPa, the uniaxial rock mass compressive strength σc was 2.29 MPa, 
the global rock mass compressive strength σcm was 8.13 MPa and the rock mass 
deformation modulus Erm was 10.70 GPa. 

4.3 Definition of the geomechanical inequality constraints 

After the rock mass parameters were determined, the calculation was followed 
by the development of the geomechanical inequality constraints for the location 
of Senovo. When Conditions 1, 2 and 3 (strength, uplift and failure of the rock) 
where checked, the rock mass was treated as discontinuous, having enough shear 
strength. On the other hand, when strains of the steel lining were calculated 
(Condition 4), the rock mass was treated as a continuum with uniform conditions 
over the circumference of LRC. It was assumed that the concrete cracks are 
small and enable to transfer the load on the rock mass. 
     While Eq. (2) was in point of fact already defined because the GSI parameter 
was determined as mentioned in Section 4.2, other geomechanical constraints, 
i.e. eqn. (3)-(5) with all coefficients had still to be evaluated.  
     For this purpose, a 3-D FE model of the UGS system and the surrounding 
rock mass area was generated. The FE mesh, consisted from triangle prismatic 
finite elements, was defined for a space area of 280x280x300 m3 (x-y-z, with z 
the axis in depth). The FEM computer program Plaxis Version 3D [11] was used. 
A series of FEM analyses for the treated UGS of Senovo were performed.  
     In this way, safety factors against the rock cover uplift SFup and the rock 
failure between two caverns SFhoriz as well as strains of steel lining ε were 
calculated for various combinations between different inner gas pressures, cavern 
depths, cavern diameters and the cavern wall thickness.  
     As a result, geomechanical functions/constraints and their coefficients were 
finally approximated and put into the optimization model OPTUGS, see Table 2. 

Table 2:  Evaluated coefficients for geomechanical functions eqn. (3.1), (4.1) 
and (5.1). 

SFsf
up    eqn. (3.1) SFsf

horiz    eqn. (4.1) εsf    eqn. (5.1) 
p0 = 20 MPa, h0 = 150 m, d0 = 25 m, t0 = 2 m 

SFup,0 = 2.5686 SFhoriz,0 = 2.6190 ε0 =  4.9300 
c1 =  0.9999 g1 =  0.9946 j1 =  1.0084 
f1 = -0.9999 i1 = -0.9701 k1 =  1.8511 
c2 =  0.9957 g2 =  0.9990 j2 =  1.0050 
f2 =  1.7159 i2 =  0.8714 k2 = -0.5540 
c3 =  0.9979 g3 =  0.9789 j3 =  1.1619 
f3 = -1.0610 i3 = -0.9410 k3 = -0.1481 
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4.4 Optimization of the UGS system 

The optimization of the underground gas storage system in Senovo was 
performed by the NLP optimization approach. The task of the optimization was 
to find the minimal possible system’s investment and operational costs for the 
phase of the conceptual design.  
     The developed optimization model OPTUGS was used. The economic data 
for the optimization, which were fulfilled into the objective function, are 
presented in Table 3. The design stored gas capacity per the cavern Vgas was 
planned to be 5.56 millions m3, number of planned caverns Nocav was 1, the 
volume of tunnel excavation per cavern was 1330 m3, the unit mass of steel ρ 
was 7.85 t/m3 and the percentage of the reinforcement rperc was 0.15%. 

Table 3:  Economic data for the optimization. 

costsup upper ground works 10480000 EUR 

costsunder underground works 6048025 EUR 

Cexc,tun price of the tunnel excavation 2440 EUR/m3 

Cprot,tun price of the tunnel protection 1340 EUR/m3 

Cexc,cav price of the cavern excavation 100 EUR/m3 
Cprot,cav price of the cavern protection 90 EUR/m2 

Cdrain price of the cavern drainage 60 EUR/m2 
Cwall price of the cavern wall concrete 190 EUR/m3 
Creinf price for the wall reinforcement 2000 EUR/t 
Csteel price of the steel lining 920 EUR/m2 

 
     Since the NLP model OPTUGS is highly non-linear, the optimization was 
performed by the computer code GAMS/CONOPT2 (the general reduced 
gradient method) [12]. The optimal result represented the obtained UGS system’s 
minimal investment and operational costs of 32.807 millions EUR or 5.901 EUR 
per m3 of stored gas. The solution also comprised the calculated optimal inner 
gas pressure p = 17.46 MPa, the cavern depth h = 190.12 m, the cavern inner 
diameter d = 30.00 m, thickness of the cavern concrete wall t = 2.00 m and the 
height of the cavern tube hcav = 17.63 m, see Figure 2.  
     Since the investment and operational costs of the primal non-optimized 
project amounted 9.00 EUR per m3 of stored gas, the proposed optimization 
decreased the costs for 34.44%. The optimal solution also enabled the rock mass 
strength stability and the system’s safety. 

5 Conclusions 

The paper presents the optimization of the investment and operational costs of 
underground gas storages (UGS) designed from lined rock caverns (LRC). The 
optimization is performed by the non-linear programming (NLP) approach in 
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Figure 2: Optimal design of the cavern, UGS Senovo. 

different rock mass environments. For this purpose, the NLP optimization model 
OPTUGS was developed. As the model was developed in a general form, the 
optimization of the system can be performed for different economic conditions, 
different number of LRCs, various gas capacities as well as for different rock 
environments. The optimization is proposed to be performed for the phase of the 
conceptual design. Since there exist of various rock mass qualities to support the 
UGS, the optimization of the UGS is proposed to be calculated in different rock 
environments. For this purpose, a rock mass classification – the so called rock 
mass rating (RMR) is used. 
     A study of the optimization of investment and operational costs of 
underground gas storages is presented at the end of the paper. The optimization 
enables 34% of savings in investment costs when compared to the design 
obtained by the classical method. The optimal solution also enables the rock 
strength stability and the system’s safety. The suitable rock mass was selected. 
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Coupled multi-disciplinary methods for 
structural reliability and affordability 

C. C. Chamis 

NASA Glenn Research Center, Cleveland, USA 

Abstract 

A computational simulation method is presented for Non-Deterministic 
Multidisciplinary Optimization of engine composite materials and structures. A 
hypothetical engine duct made with ceramic matrix composites (CMC) is 
evaluated probabilistically in the presence of combined thermo-mechanical 
loading. The structure is tailored by quantifying the uncertainties in all relevant 
design variables such as fabrication, material, and loading parameters. The 
probabilistic sensitivities are used to select critical design variables for 
optimization. In this paper, results of the non-deterministic optimization are 
presented with probabilistic lower bounds of 0.001 and upper bounds of 0.999. 
Keywords: applications-aerospace, composite components, thermal analysis, 
structural analysis, probability, ceramic composites. 

1 Introduction 

Recent research activities have focused on developing multi-scale, multi-level, 
multi-disciplinary analysis and optimization methods. Multi-scale refers to 
formal methods which describe complex material behavior; multi-level refers to 
integration of participating disciplines to describe a structural response at the 
scale of interest; multi-disciplinary refers to open-ended for various existing and 
yet to be developed disciplines. For example, these include but are not limited to:  
multi-factor models for material behavior, multi-scale composite mechanics, 
general purpose structural analysis, progressive structural fracture for evaluating 
durability and integrity, noise and acoustic fatigue, emission requirements, hot 
fluid mechanics, heat-transfer and probabilistic simulations. Many of these, as 
well as others, are encompassed in an integrated computer code identified as 
Engine Structures Technology Benefits Estimator (EST/BEST) [1]. The 
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discipline modules integrated in EST/BEST include: engine cycle 
(thermodynamics), engine weights, internal fluid mechanics, cost, mission and 
coupled structural\thermal, various composite property simulators and 
probabilistic methods to evaluate uncertainty effects (scatter ranges) in all the 
design parameters. The EST/BEST (Engine Structures Technology Benefits 
Estimator) software, shown in Fig. 1, is used to carry out the investigative study 
presented in this paper. Component as well as system evaluations are performed 
within a single software. The modules included are integrated computer codes 
with multiple functional capabilities. The ones that were used for the results to 
be presented later are (1) Cosmo for finite element generation; (2) Material 
Library - for composite mechanics simulation; (3) IPACS [2] for composite 
structures probabilistic evaluation and (4) CSTEM [3] for coupled 
structural/thermal analysis and Optimization.  
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Figure 1: EST/BEST: Engine structures technology benefit estimator. 

2 Non-deterministic coupled structural/thermal analysis 

In EST/BEST, the IPACS module is used to perform probabilistic assessment of 
the composite structure. With the direct coupling of composite mechanics, 
structural analysis and probabilistic methods, IPACS is capable of simulating 
uncertainties in all inherent scales of the composite, from constituent materials to 
the composite structure and its loading conditions. The temperature distribution 
obtained for the composite duct from the coupled structural/thermal analysis is 
shown in Fig. 2.  
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Figure 2: Temperature plot of CMC duct with combined 50 psi internal 
pressure and internal forced convection. 

 

Figure 3: Probabilistic evaluation of combined stress failure criterion of 
CMC duct with combined internal pressure and forced  convection. 

     The temperature varied from 1633C (29350F) on the inner walls of the duct to 
1547C (28210F) on the outside. In CSTEM, the combined stress failure criterion 
is evaluated. The combined failure stress criterion is computed by summing 
various ply stresses to strength ratios. A failure function less than 1 indicates no 
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failure, equal to 1 indicates failure is imminent and greater than1 indicates 
failure. Figure 3 shows the probabilistic evaluation of the CMC duct under 
combined thermo-mechanical loading.  
     The effects of uncertainties in composite material properties, composite 
fabrication parameters, and combined thermo-mechanical loading are assessed. 
The combined stress failure criterion is evaluated probabilistically based on the 
following scatter in primitive variables: ±5% in fiber and matrix moduli, and 
convection temperature; ± 10% in fiber and matrix thermal conductivity, matrix 
thermal expansion coefficient, matrix strength, fiber volume ratio and heat 
transfer convection coefficient; and ± 15% in fiber thermal expansion coefficient 
and fiber strength, void volume ratio, and internal pressure, Table 1. 

Table 1:  Summary of results from probabilistic evaluation followed by 
optimization. 

Design 
Variables 

0.001 
Prob 

0.50 
Prob 

0.95 
Prob 

Initial 
Design 

Optimum 
Design 

 
Matrix Modulus (Msi) 

 
4.314 

 
4.4 

 
4.44 

 
4.44 

 
4.314 

Matrix Thermal Expansion 
Coefficient  (x 1.0E-06 in/in/F) 

 
3.059 

 
3.25 

 
3.35 

 
3.35 

 
3.059 

Matrix Thermal Conductivity 
(BTU/hr-ft-F) 

 
3.097 

 
3.0 

 
2.94 

 
2.94 

 
3.097 

 
Matrix Tensile Strength (ksi) 

 
15.81 

 
13.0 

 
11.84 

 
11.84 

 
15.81 

 
Fiber Volume Ratio 

 
0.399 

 
0.45 

 
0.479 

 
0.479 

 
0.399 

 
Void Volume Ratio 

 
0.071 

 
0.100 

 
0.116 

 
0.1168 

 
0.071 

 
Objective 

 

 
Combined Stress Failure 

Criterion 

 
0.3577 

 
0.781 

 
1.00 

 
1.058 

 
0.482 

 
Constraint 

 

 
1st Natural Frequency (cps) 

Limit set between 
6517 and 8412 

 
8116 

 
7179 

    

One Msi=6.9GPa; degree 0F=5/9C:ksi=6.9MPa; Btu=1055.1Joules 
 
     The scatter ranges considered here are typical for the primitive variables 
selected in the study. The results from the probabilistic evaluation Fig.3 show 
that probability higher than 0.92, failure is imminent. The probabilistic 
sensitivities of the combined stress failure criterion to the scatter range of the 
primitive variables are presented in Fig. 4.  
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Figure 4: Sensitivity  of  combined  stress  failure criterion of CMC duct  to 

convection. 

3 Non-deterministic multi-disciplinary optimization  

Non-deterministic optimization may be defined as follows: Find a set of 
primitive variables (those that describe the physics and can be varied by the 
designer such that some combined objective (merit) function is simultaneously 
minimized/maximized subject to probabilistically described variability in the 
primitive variables and in the constraints of the behavior (response) variables.  In 
equation form the above statement is expressed thus: 

     Optimize:  (P.V.)  max (Pd) min (Pc) max (Ps) min (Pf)  

                          And  Plb < (P.V.) < Pub                                                               (1) 

where  is the function to be optimized; P.V. are a set of primitive variables; 
the symbol   denotes such that; Pd is the probability of durability; Pc is the 
probability of cost; Ps is the probability of survivability and Pf is the probability 
of failure. Note that the non-deterministic optimization is carried out based on a 
design (feasible) region that is constrained by the limits that are determined in 
the probabilistic evaluation, Table 2. As indicated in Fig. 5, the feasible region 
bounds are represented by the limits set at high and low probability levels.  

the scatter  range  with  combined  interna l  pressur e  and  forced  
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Table 2:  Summary of results from optimization followed by probabilistic 
evaluation.

Design 
Variables 

Lower 
Bound 

Upper 
Bound 

Initial 
Design 

Optimum 
Design 

 
Matrix Modulus (Msi) 

 
4.18 

 
4.62 

 
 4.62 

 
4.18 

Matrix Thermal Expansion 
Coefficient (x 1.0E-06 in/in/F) 

 
 2.925 

 
3.575 

 
3.575 

 
2.925 

Matrix Thermal Conductivity 
(BTU/hr-ft-F) 

 
 2.70 

 
3.3 

 
3.30 

 
3.30 

 
Matrix Tensile Strength (ksi) 

  
11.70 

 
14.30 

 
14.30 

 
14.30 

 
Fiber Volume Ratio 

  
0.405 

 
0.495 

 
0.495 

 
0.405 

 
Void Volume Ratio 

  
0.085 

 
0.115 

 
0.115 

 
0.085 

 
Objective 

 

 
Combined Stress Failure Criterion 

 
0.712 

 
0.910 

 
0.910 

 
0.563 

 
Constraint 

 

 
1st Natural Frequency (cps) 

Limit set between 
 6590 and 8357 

 
8357 

 
7187 

Msi=6.9GPa; 0F=%/(C; Ksi=6.9MPa; Btu=1055.1Joules 
 

 

Figure 5: Probabilistic evaluation of combined stress failure criterion 
followed by optimization (with reduced design variables list). 
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4 Conclusions 

The use of a collective multi-scale, multi-level, multi-disciplinary analysis and 
optimization and probabilistic methods shows that non-deterministic 
optimization can be done by performing probabilistic evaluation and 
optimization. The probabilistic evaluation is computationally more efficient than 
optimization. If the accuracy of the probabilistic response at extreme 
probabilities is improved, the use of optimization is not necessary. The 
probabilistic sensitivities can be used to select a reduced set of design variables 
for subsequent optimization. 
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Metamodel-based multi-objective robust design
optimization of structures

J. Martı́nez-Frutos & P. Martı́-Montrull
Structural Optimization Group, Technical University of Cartagena, Spain

Abstract

Multi-objective robust optimization (MORO) is a highly demanding computational
task because of the direct nesting of the uncertainty quantification within
optimization. This work presents an approach based on Kriging models to
efficiently include the uncertainty quantification in the optimization procedures.
In the proposed approach the metamodels appear both at optimization level as
well as at uncertainty quantification level. The proposed methodology allows us
to: (1) assess the robustness of each design using a reduced number of simulator
runs, as compared with conventional approach procedures; and (2) to decouple the
uncertainty quantification of the optimization, allowing us to solve the problem
with a lower computational cost compared to the nested approach. A benchmark
problem has been considered using different approaches in order to compare their
relative merits. The results show that the proposed method has potential to obtain
solutions with reasonable accuracy and a considerably lower number of function
calls than required by conventional methods.
Keywords: efficient multi-objective robust optimization, evolutionary algorithms,
Kriging models.

1 Introduction

In structural engineering, the designer often has to deal with problems that involve
conflicting objectives and sources of uncertainty in diverse structural parameters,
such as geometric imperfections, material properties or applied loads. The set
of optimal solutions obtained using conventional deterministic methods can be
very sensitive to perturbations in design variables, leading to a deterioration of the
optimal structural performance or even to a set of infeasible designs. Hence, it is
desirable to obtain a set of optimal solutions which are less sensitive to variations

Computer Aided Optimum Design in Engineering XII  35

 
 www.witpress.com, ISSN 1743-3509 (on-line) 
WIT Transactions on The Built Environment, Vol 125, © 201  WIT Press2

doi:10.2495/OP1200 14



in the structural parameters. The Multi-Objective Robust Optimization (MORO)
takes into account the robustness of each design in the optimization process,
leading to a set of robust solutions known as Pareto robust solutions [1].

Among the different approaches that address the MORO problem, authors such
as Deb and Gupta [2] incorporate the robustness of the objective function within
the optimization problem without considering the uncertainty in the constraints.
Conversely, Gunawan and Azarm [1] and Li et al. [3] take into account both the
robustness of the objective functions as well as the robustness of the constraints.
Gunawan and Azarm [1] and Li et al. [3] propose a double loop optimization
approach with interval uncertainty. These approaches can be computationally
intractable, especially in high-dimensional problems [4], since two optimization
problems need to be resolved for each design. In order to reduce the computational
cost, some authors such as Hu et al. [4] and Shimoyama et al. [5] suggest the use of
approximations to assist the multi-objective optimization problem. In this respect,
Hu et al. [4] propose a two-level optimization with uncertainty intervals assisted by
Kriging models. In the work proposed by Shimoyama et al. [5], Kriging models are
used to obtain mean and standard deviation of the objective functions efficiently.
The methodology proposed by Shimoyama et al. [5] doubles the number of
objective functions compared to the deterministic approach. Said methodology
can be inefficient in high-dimensional problems. The former approaches provide
a set of robust solutions, but do not identify what the degree of robustness against
other design is [6]. Recently, Erfani and Utyuzhnikov [6] presented a methodology
suitable for obtaining solutions with different levels of robustness by introducing
an additional objective function.

This work presents an approach based on Kriging models to efficiently include
the uncertainty quantification in the optimization procedures. The proposed
methodology allows: (1) to appraise the robustness of each design using a reduced
number of simulator runs compared with conventional approach procedures; (2) to
solve the MORO problem in a single-loop optimization assisted by Kriging
models; and (3) to obtain multiple solutions to the MORO problem with different
levels of robustness of both the objective functions and the constraints, without
additional simulator calls.

2 Metamodel-based multi-objective robust optimization

2.1 Multi-objective robust optimization

The conventional multi-objective optimization problem can be formulated as
follows:

min
x∈R

n
{f1(x,p), . . . , fm(x,p)}

s.t. gj(x,p) ≤ 0 j = 1, · · · ,mi (1)

s.t. hk(x,p) = 0 k = 1, · · · ,mk

xlower ≤ x ≤ xupper
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where x ∈ R
n is the vector of design variables to be optimized; p ∈ R

q is the
vector of non-design parameters; xlower and xupper are the lower and the upper
bounds of the design variables respectively; gj and hk are the problem inequality
and equality constraints. The solution of the multi-objective problem defined in (1),
leads to a set of optimal solutions in the Pareto sense: A vector x is called a Pareto
solution to problem (1) if another design vector x∗ does not exist in the feasible
space such that, fi(x∗,p) ≤ fi(x,p) for any i = 1, · · · ,m, and j ∈ {1, · · · ,m}:
fj (x∗,p) < fj (x,p) exists.

The conventional multi-objective optimization problem considers all the
variables and parameters involved in the problem as being deterministic. For that
reason, the optimal performance of the structure can be dramatically degraded in
the presence of sources of uncertainty. The Multi-Objective Robust Optimization
(MORO) takes into account the robustness of each design in the optimization
process, leading to a set of robust solutions known as Pareto robust solutions [1].

Among the different approaches that address the MORO problem, in this paper
the formulation proposed by Mattson and Messac [7] is considered. The mean
values of the design metrics plus the standard deviations are minimized as follows:

min
x,p,∈R

n
{µf1(x,p,ξ) + kσf1(x,p,ξ), . . . , µfm(x,p,ξ) + kσfm(x,p,ξ)}

s.t. µgj(x,p,ξ) + kσgj(x,p,ξ) ≤ 0 j = 1, · · · ,mi (2)

xlower ≤ x ≤ xupper

where ξ is a random variable vector that represents the uncertainty of the problem
(design variables and/or parameters); µfi and σfi are the mean and the standard
deviation of the objective function fi; and µgj and σgj are the mean and the
standard deviation of the inequality constraints respectively. All the equality
constraints are transformed into inequality constraints to obtain multiple solutions
to the MORO problem with different levels of robustness of both the objective
functions and constraints.

In order to solve the problem formulated in 2, it is necessary to combine
optimization techniques with uncertainty quantification techniques. The most
straightforward approach is to perform an uncertainty quantification loop for each
iteration of the optimization algorithm. However, this can lead to an intractable
problem. For this reason, diverse approaches exist in the literature that aim to break
the nested relationship between uncertainty quantification and optimization [8].
In this work we investigate the used of Kriging models to efficiently include the
uncertainty quantification in the MORO procedures.

2.2 Kriging models

A metamodel replaces a computationally expensive simulation model called
a simulator by an emulator which is much faster to evaluate. Among the
different metamodeling techniques, the Kriging models [9] have gained increasing
popularity in recent years for use in engineering design, owing to the flexibility
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in capturing nonlinear behaviours [10], and the ability to provide statistical
information on the predicted output [11].

Kriging models assume that the simulator can be approximated by a sample path
of a Gaussian stochastic process G (x) whose prior mean E[G (x)] = f(x)T β and
prior covariance function Cov[G (x),G (x′)] = α2R(x,x′,φ) are unknown. In
the former expressions; β = [β1, . . . , βp]T is a vector of unknown parameters;
f(x) = [f1(x), . . . , fp(x)]T is a set of known functions of x ∈ R

n; α2 is
the variance of G (x); and R(x,x′,φ) is the autocorrelation function between
x and x′. The stochastic process G (x) represents the prior knowledge of the
simulator, for that reason the choice of the autocorrelation model should be made
consistently with the known properties of the simulator. The most widely used
class of autocorrelation function is the anisotropic generalized exponential model:

R(x,x′,φ) = exp
( n∑

i=1

−|xi − x′
i|s

φi

)
, 1 ≤ s ≤ 2 (3)

The parameters β, α2 and φ are unknown a priori and are determined from
the set of simulator responses Y = {y1, . . . , ym} which are evaluated onto
an experimental design X = {x1, . . . ,xm}. Using Bayesian techniques, the
posterior distribution of G (x) conditional on the vector of observations Y =
{y1, . . . , ym} is also Gaussian [12] with mean value:

ŷ(x) ≡ E[G (x)|Y ] = f(x)Tβ̂ + r(x)TR−1(Y T − Fβ̂) (4)

and variance:

Cov[G (x),G (x′)|Y ] = α2{R(x,x′,φ) − r(x)TR−1r(x′) +

+ u(x)T(FTR−1F)−1u(x′)} (5)

where we have introduced:

u(x) = f(x) − FTR−1r(x) (6)

β̂ = (FTR−1F)−1FTR−1Y (7)

α2 =
1
m

(Y − Fβ̂)TR−1(Y − Fβ̂) (8)

Fij = fj (xi), i = 1, . . . ,m, j = 1, . . . , p (9)

Rij = R(xi,xj,φ), i = 1, . . . ,m, j = 1, . . . ,m (10)

rij(x) = R(xi,xj,φ), i = 1, . . . ,m, j = 1, . . . ,m (11)

ŷ(x) represents the best prediction of the simulation model for a point x, and
Cov[G (x),G (x)|Y ] is the predicted error variance which provides probabilistic
confidence intervals in addition to the prediction.

In (4) and (5) β̂ and α2 are derived analytically and only depend on the
autocovariance parameters φ. In the present work, the correlation parameters are

38  Computer Aided Optimum Design in Engineering XII

 
 www.witpress.com, ISSN 1743-3509 (on-line) 
WIT Transactions on The Built Environment, Vol 125, © 201  WIT Press2



determined using maximum likelihood estimation (MLE) [12], solving the global
optimization problem:

max
(
−m ln(α2) + ln(|R|)

2

)
(12)

In this work, a set of different instances of Kriging are created using different
correlation and regression functions. The best model of the set is selected using
the mean square errors, in particular the root mean square error (RMSE) and
the R2. Both the RMSE and the R2 are estimated using a global cross-validation
errors measure called prediction sum of squares (PRESS) [13] without additional
simulator calls:

PRESSRMSE =

√√√√
m∑

i=1

(ŷi − ŷ−i)2

m
, Pred R2 = 1 −

m∑
i=1

(ŷi − ŷ−i)2

m∑
i=1

(ŷi − ȳ)2
(13)

ŷi is the prediction at the design point i, ȳ is the mean of the predicted values and
ŷ−i is calculated by removing each point i from the modeling points, constructing
a new Kriging model at the remaining points and obtaining the prediction at the
removed point.

2.3 Proposed approach

This work presents an approach based on Kriging models that approximate the
statistical moments on the design domain and efficiently include the uncertainty
quantification in the optimization loop. The scheme of the proposed approach is
depicted in figure 1.

The proposed method consists in a two-stage framework. The first stage aims at
constructing a set of Kriging models that approximate the statistical moments of
both the objective functions and the constraints on the design domain (µ(x),σ(x),
γ(x),β(x)). The second stage consists in the resolution of the multi-objective
problem using deterministic algorithms. In this work an evolutionary algorithm
(NSGA-II) was used to fulfilled this target. The two-stage framework is further
detailed below:

Stage 1: setting up Kriging models
1. Create a design of experiment (DoE) in the design variable domain X =

{x1, · · · ,xi, · · · ,xmx}. Latin Hypercube Sampling (LHS) was used for
this.

(a) For each design point xi a new design of experiments is generated in
the random variables domain {ξ1, · · · , ξj , · · · , ξmξ

}.
(b) Each point {xi, ξj} is evaluated with the simulator.
(c) A Kriging model is constructed using the responses from the above

step. This step involves solving the MLE problem (12) and selecting
the best model by PRESSRMS .
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(d) The accuracy of the Kriging model (Metamodel level 2, figure 1) is
assessed based on the predicted R2. If the accuracy is not enough,
new infill samples (ξinfill) are selected in regions with higher predicted
error variance. If sufficient accuracy has been achieved then proceed
to the following step.

(e) Statistical moments (Y = µ(xi),σ(xi ),γ(xi ),β(xi)) are obtained
using Monte Carlo simulation assisted by Metamodel level 2, figure 1.

2. Using X e Y, a Kriging model (Metamodel level 1 , figure 1) is fitted for
each statistical moment (µ̂(x), σ̂(x), γ̂(x), β̂(x)).

3. The accuracy of the Kriging model (Metamodel level 1, figure 1) is assessed
based on the predicted R2. If sufficient accuracy has not been achieved,
new infill samples (xinfill) are selected in regions with higher predicted error
variance. If sufficient accuracy has been achieved then proceed to stage 2.
Stage 2: Multi-objective optimization

(a) the MORO problem (2) is solved using the evolutionary algorithm
(NSGA-II) assisted by the Kriging models obtained in stage 1.

3 Numerical application

In this section the proposed methodology is applied to solve the problem of multi-
objective robust design of a two-bar truss structure [14]. Different approaches
(figure 2) for surrogate-based optimization under uncertainty [8] are used in order
to compare their relative merits:

1. Nested approach (N) : the multi-objective optimization is performed
on the results of the uncertainty quantification. The statistical moments
are obtained using Monte Carlo simulations directly on the simulator.
Metamodels are not used at any level. The results obtained by this approach
are considered as a reference.

2. Nested/Layered (N-L) : the multi-objective optimization is performed on
the results of the uncertainty quantification. The statistical moments are
obtained using Monte Carlo simulations on a Metamodel. The metamodel
approximates the simulator performance f(x, ξ) in the random variables
domain (Metamodel level 2).

3. Layered/Nested/Layered (L-N-L) (this work) : the multi-objective optimiza-
tion is performed on a Metamodel (Metamodel level 1 ). The statistical
moments are obtained using Monte Carlo simulations on a Metamodel. The
metamodel approximates the simulator performance f(x, ξ) in the random
variables domain (Metamodel level 2).

Independently of the approach, the multi-objective optimization was carried
out using the following parameters of the NSGA-II algorithm: binary tournament
selection, number of generations (100), population size (50), crossover probability
(0.9), mutation probability (0.1). The Monte Carlo simulations were carried out
using 10,000 points.
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Figure 1: Flowchart of the metamodel-based MORO process.

3.1 Benchmark problem: two-bar truss structure

The popular two-bar truss structure problem (figure 3) is used as a benchmark
test in this work for the multi-objective robust optimization. The test case is
adapted from [14]. The design variables are the cross section diameter (d) and
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the structure height (H). The random parameters of the problem are: the vertical
force (P ∼ N (150, 5) kN) , the structure width (B ∼ N (750, 10) mm),
the Elastic modulus (E ∼ N (2.1e5, 5e3) N/mm2), and the member thickness
(t ∼ N (2.5, 0.4) mm). The optimization problem is to minimize the volume and
the vertical displacement of the structure subject to constraints of stress, buckling
as well as the bound constraints (14).

min
d,H

{µvolume + k σvolume, µdeflection + k σdeflection}

s.t. g1 = µS + k σS � Smax (14)

g2 = µS + k σS � Scrit

20 ≤ d ≤ 80, 200 ≤ H ≤ 1, 000

where:

Smax = 400MPa, Scrit =
π2E(t2 + d2)
8(B2 +H2)

, S =
P
√
B2 +H2

2πtdH

volume = 2πdt
√

B2 + H 2, deflection =
P(B2H 2)3/2

(2πtEdH )2

Figure 2: Multiobjective robust optimization approaches. (a) Nested approach,
(b) nested/layered, (c) layered/nested/nayered.

Figure 3: Two-bar truss structure.
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3.2 Results and discussion

Twelve Kriging models were constructed. The regression and correlation models
are depicted in table 1. Two LHS of 30 points and 20 points were used to fit the
metamodels at levels 1 and 2 respectively. The predicted R2 is shown in table
1 along with the R2 estimated from Monte Carlo integration at 10,000 points.
For this case, the Kriging models have been shown to be highly accurate, with
R2 values above than 0.98. Assisted by the former Kriging models, the MORO
problem is solved as a deterministic one using the NSGA-II algorithm. The robust
Pareto fronts obtained from different approaches and values of k = 1, 2 and 3
are depicted in figure 4. The Pareto fronts show a good agreement between all the

Table 1: Kriging models.

reg.

order

corr.

func.
Pred. R2 R2

f1/µf1/σf1 0/3/3 g/e/eg 1/0.999/0.999 1/0.999/0.999

f2/µf2/σf2 2/3/2 g/s/s 0.999/0.969/0.986 0.999/0.998/0.993

g1/µg1/σg1 3/3/3 g/g/g 0.992/0.989/0.994 0.994/0.994/0.993

g2/µg2/σg2 3/3/3 g/g/g 0.995/0.986/0.999 0.999/0.999/0.991

R2 evaluated by Monte Carlo integration at 10,000 points

correlation: g (gauss), e (exponential), ge (general exponential), s (spline)
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Figure 4: Robust Pareto fronts.
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different approaches. As the volume increases the robust Pareto fronts are closer
to the deterministic one, hence the designs are less sensitive to variations in the
random parameters. The computational costs of each approach in terms of the
number of simulator calls are discussed below:

Nn = NpopNgenNMCNk = 50 × 100 × 10, 000× 3 = 1.5e8 (15)

Nn/l = NpopNgenNDOEM2 = 50 × 100 × 20 × 3 = 3.0e5 (16)

Nl/n/l = NDOEM1NDOEM2 = 30 × 20 = 600 (17)

whereNpop is the population size; Ngen is the number of generations;NMC is the
Monte Carlo size; Nk is the number of parameter k values; NDOEM1 is the DoE
size used in metamodel level 1; and NDOEM2 is the DoE size used in metamodel
level 2. The proposed approach allows one to reduce the number of simulator calls
by six and three orders of magnitude respectively in comparison to the nested and
the nested/layered approaches. It is also worth noting that the proposed approach
does not require further simulator runs to obtain Pareto fronts with different levels
of robustness.

4 Conclusion and future prospects

An approach based on Kriging models to efficiently include the uncertainty
quantification in the optimization procedures has been proposed. The proposed
methodology allows one: (1) to appraise the robustness of each design using a
reduced number of simulator runs compared with conventional methods; (2) to
solve the MORO problem in a single-loop optimization assisted by Kriging
models; and (3) to obtain multiple solutions to the MORO problem with different
levels of robustness of both the objective functions and the constraints, without
additional simulator calls.

The results show that the proposed method has the potential to obtain solutions
with reasonable accuracy and a considerably lower number of function calls than
conventional methods. For the studied case, Kriging models have been shown to be
suitable for surrogating the simulator, allowing to estimate the statistical moments
efficiently compared with conventional methods. It is also worth noting that the
metamodels created during the optimization can be employed in new optimization
processes or computationally demanding applications.

The proposed approach is well suited for the multi-objective robust optimization
of problems that involve computationally demanding objective functions and/or
implicit constraints (FEA). In future works this approach will be applied to
higher dimensionality structural problems and different formulations of the MORO
problem.
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Simplified structural analysis of steel portal 
frames developed from structural optimization 

H. K. Issa  

Faculty of Engineering Soran University, Kurdistan Region of Iraq 

Abstract 

A parametric study, based on design optimization using distributed genetic 
algorithm, is conducted to develop a reliable design procedure for steel portal 
frames. The efforts are made to modify distributed genetic algorithm in order to 
enhance the quality of performance and accelerate the convergence to possible 
optimum solutions. The modification includes defining a state-of-art mutation 
scheme and a reproduction procedure. Software called DO-DGA has been 
developed to handle the design optimization. 
     The study can help structural designers to work out the member forces 
required to design the elements of steel portal frames without referring to the 
complicated structural analysis. Implementing the results of structural 
optimization by DO-DGA, graphs and tables are developed from which the 
designers can determine the member forces. The main variables in the parametric 
study of steel portal frame are the slope of pitched rafter, the applied load to the 
rafter, the length and height of the haunch and the span of the frame. The 
procedure is promising since it can bring the design optimization into a daily-use 
tool in design offices. 
Keywords: distributed genetic algorithm, steel portal frame, structural 
optimisation. 

1 Introduction 

It has been witnessed that considerable developments have occurred in the 
Kurdistan region of Iraq during the past few years. Along with the developments 
many single storey buildings in the form of factories, workshops and showrooms 
have been constructed. Because of its economy and versatility for large spans in 
construction of pitched-roofs such as shopping centres, warehouses, retail shops, 
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pools, factories, etc, the steel portal frame (SPF) has become the most often used 
structure within this sector.  
     Any structural designer attempts to conduct an economical design. This can 
be achieved by formulating a design problem and solving it by an optimization 
technique while meeting the requirements of a code of practice to control the 
safety of the structure [1]. However, large number of iterations in implementing 
the optimization technique, it cannot be achieved by using the designer’s 
experiences and intuition. As it is believed that the major cost of structural 
steelwork is its own weight, approaches to minimizing the weight have become 
increasingly interesting for the researchers.  
     Any structural system needs to be analyzed before stepping into the design 
process. Structural optimization techniques offer a sophisticated procedure 
including several iterations of structural analysis and design until an optimum 
design solution is achieved. The whole process is time consuming and 
complicated so that it makes the designers hesitant to apply the techniques to the 
design of real life structures. Hence, developing a simplified yet comprehensive 
technique will encourage designers to apply optimization techniques as a daily-
use tool in design offices. 
     In this paper, a modified distributed genetic algorithm (DGA) is implemented 
to conduct the weight minimization of SPF. Through the design optimization 
applied to different sizes of SPFs, the author develops a number of graphs and 
tables from which the structural designers can figure out the member forces and 
assign sections to the structural components of SPFs. The main privilege of the 
method is that the designers do not need to carry out the complicated analysis 
procedure. 

2 Distributed genetic algorithm 

The basic mechanism of the genetic algorithm (GA) is based on randomised 
procedures of selecting and reproduction of the population of individuals and 
copying the fittest individuals into the next generation. A GA moves from one 
generation to another until either a certain individual dominates over population 
or a predetermined maximum number of generations is reached. A basic GA 
consists of three main operators; reproduction, crossover and mutation. In the 
reproduction stage, a set of population is selected for mating depending on their 
fitness values which represent the objective function. If any constraint is 
violated, a penalty is applied to the objective function. The value of the penalty 
is related to the degree in which the constraints are violated. Then each 
individual undergoes crossover and mutation based on the predetermined 
probability values. 
     Many researchers have examined GA and have yielded satisfied results. They 
have applied different genetic operators to enhance the performance quality of 
GA. Toropov and Mahfouz [1] modified GA to improve its rate of convergence. 
The modified GA was linked to a system of structural design rules, interacting 
with a finite element package in order to obtain minimum weight designs of 
plane structural steel frames. Camp et al. [2] used three crossover schemes; 
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fixed, flexible, and uniform to minimize the weight of the structure. Kameshki 
and Saka [3] applied a GA for optimum design of unbraced multi-storey frames 
with semi-rigid beam-to-column connection. Saka [4] studied optimum design of 
pitched roof SPFs using GA. Degertekin et al. [5] implemented GA to 
investigate the optimal load and resistance factor design. These researchers have 
applied simple GA to minimize the weight of steel structures. 
     Another form of modification in GA is DGA. In DGA, the performance of the 
conventional GA is improved by some minor modifications in its main algorithm 
that leads to quicker convergence and higher searching capability compared to 
conventional GA [6]. Adopting the migration idea of the population, DGA uses a 
number of population groups and implements genetic operations in parallel for 
all populations existing in different groups. Then the best populations of each 
group migrate to another group, making them possible to contribute in quicker 
converge than GA into an optimum solution.  
     In this study, a DGA has been modified for the purpose of improving the 
algorithm performance and saving the computation time in convergence into an 
optimum solution. For this purpose software coded by Visual Basic 6.0, called 
design optimization with distributed genetic algorithm (DO-DGA) has been 
developed to conduct the optimization process. The main aspects of modification 
are introducing twin analogy and a state-of-art mutation scheme [7] as follows: 

 Although twin is not meaningful in genetic algorithm, DO-DGA had 
adopted this idea to produce more offspring. As the best parents in the 
population can give better offspring, a probability has been assigned to 
the parents that allow them to undergo crossover operation twice 
resulting in producing more offspring. This will make it possible to 
increase the number of better individuals among the population of the 
group. 

 In contrast to the literatures which have addressed a constant value for 
mutation probability, DO-DGA uses a variable mutation probability. 
This assists the algorithms to make more diversity among population 
and consequently more feasible design spaces can be employed to reach 
the fittest individuals. Reaching to global optimum requires best 
diversity among population. The mutation probability can be formulated 
as follows: 

 )( minmax
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where Pm
Gc= mutation probability of the current generation; Pm

max and 
Pm

min= maximum and minimum mutation probabilities; GC = number of 
current generation; and NG = number of predetermined generations. 

 The algorithm uses a DO-DGA penalty function when the aim is to 
minimize the weight as below: 
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whereby the fitness function is defined as follows: 

 )1( CWF   (3) 

where gi = value of constraint i; F = fitness value; W = total weight of 
frame; and C = penalty value. 

     In addition to those modifications, DO-DGA uses a general stiffness matrix 
for both prismatic and non-prismatic developed by Issa and Mohammad [8]. 

3 Optimum design to Eurocode 3 

Eurocode 3 states that when an elastic analysis is used for the design of steel 
frames such as the one shown in fig. 1, the section capacity and buckling 
resistance should be calculated. The interaction effect of axial compressive and 
bending moment stresses should be verified to make sure the capacity of section 
required to withstand the compressive stress which may end up with lateral 
torsional buckling and overall buckling failures in beam-column members. It is 
required to use the effective length equal to that between two intermediate 
restraints to check the buckling resistance. 
 

 

Figure 1: Typical pitched roof steel portal frame. 

     In the design of pitched roof SPF, it is common to have the same universal 
beam section for rafters and a different universal beam sections for the columns. 
For the reason of economy, the same section of rafter is used to produce the 
haunch. Therefore, the optimum design of the pitched roof steel portal frame 
necessitates using two design variables; one for rafter and its haunch and another 
for the columns. However, if it is necessary to use different section for the 
haunched part, the number of design variables increases to three.  
     The design of pitched roof SPF with haunched eaves, when the objective is 
obtaining minimum weight and the constraints are implemented according to 
Eurocode 3 has the following form of formula: 

 Minimize 



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     Subjected to: 
- Displacement and deflection 

 iui  
 
i=1, 2, 3 …., nj (5) 

 juj   j=1,2,   nm (6) 

- Strength 

 cxjxj MM   j=1,2, … nm (7) 

 bjxj MM   j=1,2, … nm (8) 
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- Dimension 

 Bfbk ≤ Bfck k=1, 2, 3 …. nj (12) 

     Where, W = total weight of frame; ng = number of member groups; γm = unit 
weigh of the member group; nm = number of members in a group; Vj = volume 
of member j; nj = total number of joints; δi = horizontal and vertical 
displacements of joint i, δiu = upper limit of displacements; Δj = maximum 
deflection of member j; Δj = maximum allowable deflection; Mxj = maximum 
bending moment about major axis; Mcxj = bending moment capacity of member j; 
Mbj = lateral torsional buckling resistance moment; Pj = axial member force of 
member j; Pbxj and Pbyj = buckling capacity of member j about major and minor 
axes respectively; kxx and kyx = interaction factors depend on equivalent moment 
factor; Bfbk and Bfck = width of the beam and column at the intersection joint 
respectively. 
     Eqn. (5) verifies the displacement of the joints. Eqn.  (6) verifies the 
deflection of members. Eqn. (7) checks the moment capacity of the member 
section-section and Eqn. (8) makes sure that the lateral torsional buckling does 
not take place. Eqns. (9 - 11) verify the interaction of axial compressive and 
bending moment stresses. Eqn. (12) should be applied to the joint of beam-
column connection to keep the width of beam not greater than the width of 
column. 
     As the nature of the structural optimization variables is discrete, the solution 
of the optimum design problem given in Eqn. (4) necessitates selecting universal 
beam section from the table of standard section for rafters, columns and 
haunched section.  
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4 Parametric studies 

In this section, the relationships between structural parameters of SPF, such as 
span length, haunch length, loads and member forces are illustrated. A SPF with 
varied span, angle of pitched-roof, and applied loads is employed to conduct the 
other parametric studies such as the pitch angle-weight relationships and 
coefficients of bending moments, shear forces, and axial forces. As shown in  
fig. 2, the frame is assumed to experience a uniform factored load, w. The reason 
for the parametric study is to have an insight for the structural engineers to 
calculate bending moments, shear forces and axial forces induced in SPFs’ 
members. 
 

 

Figure 2: The SPF for the parametric studies. 

4.1 Role of haunch 

A number of optimum solutions with similar column and rafter cross-sections 
were selected to investigate the effect of haunch on the lateral displacement and 
the average strength ratio of SPFs. Lateral displacement ratio is joint’s 
displacement/allowable displacement and strength ratio is member’s 
strength/induced stress. The surface area of haunch that is taken into account 
involves a product of the depth and the length of haunch. Fig. 3 shows that there 
is a proportional relationship between the surface area of haunch and the average 
displacement ratio, i.e. the optimum solution with smaller average displacement 
ratio has smaller haunch length and depth and vice versa. In contrast, there is an 
inverse relationship between the surface area of haunch and the average strength 
ratio as shown in fig. 4, i.e. the optimum solution that possesses higher strength 
ratio has smaller haunch length and depth. This demonstrates the influential role 
of the haunch in controlling the displacement rather than strength. This implies 
that the construction of the haunch depends much more on displacement rather 
than the large bending moment. 
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Figure 3: Surface triangular area of haunch versus lateral displacement of 
SPF. 

 

Figure 4: Surface triangular area of haunch versus strength ratio of SPF. 

4.2 Weight-pitch angle relationships 

The study investigated the relationship between weight of optimum solution and 
the pitch angle of SPF with different spans and applied loads. In general, the 
results show that increasing pitch angle decreases the weight of SPF. Although 
the same steel sections are assigned to the member cross-sections, the 
dimensions of haunch are reduced due to a decrease in displacement made by 
increasing the pitch angle. This is why the weight is slightly reduced. 

4.3 Members forces coefficients 

Fig. 5 depicts the relationship between the span of SPF and the ratio of positive 
to negative bending moments at the rafter. It can be seen that as the span 
increases the positive to negative bending moment ratio drops. It can be pointed 
out that for smaller span the positive moment is critical, whereas for the larger 
span the negative bending moment will control the design, as clearly shown in 
figs. 6 and 7. The coefficient has to be multiplied by wL2, where w is the 
factored applied load and L is the span of SPF, in order to find the bending 
moments.  
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Figure 5: Relationships between the rafter positive/negative moments ratio 
and span. 

 

Figure 6: Relationships between the coefficient of negative moment and 
span. 

 

Figure 7: Relationships between the coefficient of positive moment and span. 
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     Including the frame’s self weight, the relationship between the span and 
coefficients of maximum axial and shear forces at column and rafter are 
illustrated in fig. 8 through fig. 10 with different pitch angle. There are sharp 
increases in axial force at column and rafter as length of span increases, whereas 
this change is smoother for the maximum shear coefficient at the rafter. The 
pitch angle does not have significant effects on the maximum axial force at 
column and rafter, but it does affect the value of shear force at the rafter. The 
coefficient must be multiplied by wL, in order to find the shear and axial forces 
in structural members. 
 

 

Figure 8: Relationships between the coefficient of column axial force and 
span. 

 

Figure 9: Relationships between the coefficient of rafter axial force and span. 

4.4 Haunch length 

Fig. 11 shows that the role of haunch is substantial when the span of SPF is 
between 10m and 20m. The role of haunch is less effective for the SPF with the 
span of less than 10m or greater than 20m. This is because the frame is 
controlled by strength when the span of SFP is less than 10m or greater than 
20m. 
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Figure 10: Relationships between the coefficients of rafter shear force and 
span. 

 

Figure 11: Relationships between the span and the haunch length/span ratio. 

5 Numerical example 

A numerical example is conducted to demonstrate the effectiveness of the 
simplified method of analysis. The frame shown in fig. 12 is used for the 
analysis with a uniform factored gravity load of 15kN/m. The SPF of the 
example has a 20m span. The length of haunch is 1.4m as calculated from fig. 
11. The slope of the pitched roof is assumed to be 10˚.  
The results of the simplified method of analysis and the actual analysis using 
matrix analysis method are tabulated in table 1. 
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Figure 12: The SPF used in the numerical example. 

     As can be seen in table 1, there is a small difference between the results 
obtained by the simplified method of analysis and the analysis that has been 
conducted by matrix method of analysis. The maximum difference yielded does 
not exceed from 3%. 

Table 1:  The results yielded from the analysis of SPF in the numerical 
example. 

Method of 
Analysis 

Axial 
Force, 

Column 

Axial 
Force, 
Rafter 

Shear 
Force, 
Rafter 

Negative 
Moment, 

Rafter 

Positive 
Moment, 

Rafter 

Simplified 
Method 

171 kN 120 kN 145 kN 468 kN.m 174 kN.m 

Matrix Method 167 kN 120 kN 142 kN 466 kN.m 178 kN.m 

6 Conclusion 

A parametric study was conducted to develop a simplified method of structural 
analysis for SPF through generated graphs used to determine the member forces. 
The graphs were constructed based on the solutions offered by a structural 
optimization technique. The developed graphs are easy to use and seem totally 
practical. 
     A modified DGA was used to perform the structural optimization process on 
SPFs. The modification includes using a variable mutation probability and twin 
analogy to bring the elite individuals into the genetic operations twice while they 
are already secured to be dropped into the next generation. DO-DGA software 
handles the structural optimization using modified DGA. It can obtain the 
optimum solutions of SPFs within a few minutes.  
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     Applying DO-DGA to develop graphs will make it possible for an engineer to 
determine all member forces of SPFs required for design of cross-sections 
without carrying out the structural analysis procedures provided that the applied 
loads, pitch angle and span length are given. Consequently, it can save the time 
of calculations.  
     Applying a numerical example, it is demonstrated that there is no 
considerable difference between the simplified method of analysis using graphs 
and the conventional matrix method of analysis. This proves that the graphs are 
valid and promising since they can expedite bringing the usage of optimization 
technique into daily office-use by structural engineers. 
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Abstract

Structural optimization has been usually applied to singular projects (e.g. a dam)
and/or to common designs largely repeated (e.g. automotive components), and
high voltage transmission towers can be included in both groups since they are
expensive and a large number of them is required.

In this paper, the authors propose a general formulation for obtaining the
structural optimum design of latticed high voltage towers. The formulation is
devoted to obtaining the most common objective in engineering (minimum cost)
considering the limitations imposed in actual norms for this kind of structure.
According to this idea, real applications are studied and modeled under real
conditions (e.g. loads, constraints, building process). Constructive aspects like the
specific geometry, the structural elements or the building process are specifically
considered. The optimization model proposed also deals with continuum design
variables (global geometry variables) and discrete design variables (area, inertia
and/or cross section dimensions, for example) both together. The use of both types
of design variables is crucial for defining a realistic model that can be used in
practical applications in engineering. The optimum design formulation proposed is
general and can be easily applied to other different types of 3D latticed structures.

Finally, a real application example of a high voltage tower under real conditions
and requirements is analyzed.
Keywords: structural optimization, high voltage towers, discrete design variables,
continuum design variables.
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1  Introduction

Structural design is a crucial topic in engineering since it allows to propose
solutions to multiple challenges in modern societies. Design process has been
continuously studied and applied in real problems in engineering and many
other disciplines. However, this kind of procedures to propose adequate designs
has become insufficient nowadays. Design methods need to be reformulated by
including optimization techniques since traditional designs are usually effective
but they are not the most efficient, in general.

In this paper the authors propose an optimization methodology that allows
to obtain more efficient solutions than conventional designs of high voltage
transmission line towers. The optimization model proposed was developed by
taking into account specific aspects related to this kind of structures in order to
give a realistic approach of the problem. In addition, these practical considerations
facilitate the transference of optimized designs from numerical models to industrial
applications. According to this idea, the proposed formulation tries to keep the
main considerations related to the building process and includes all the design
specifications established in the current norms and standards for this kind of
structures in Spain. The model proposed includes all the design constraints
proposed in the Spanish and European Standards [1, 2], but other similar
constraints that could appear in other norms and laws can be easily included [3, 4].

The formulation proposed allows to deal with continuum design variables
(related to global geometric properties of the structure) and with discrete design
variables (related to cross-section properties of the bars that define the structure)
both together. According to this, the methodology proposed deals with the discrete
set of commercially available steel rolled sections which are generally used to
define the structure of high voltage transmission line towers. In addition, the
proposed methodology gives an optimized solution with conventional computing
resources in adequate, and perfectly affordable, CPU time.

Finally, a real application example is analyzed in order to test the complete
methodology developed and to verify the validity of the results in practical
application cases.

2  Structural model

In the introduction section the authors present the main characteristics of the
optimization methodology developed for the design of high voltage towers and the
practical considerations required to obtain adequate solutions. In real applications,
most of this kind of structures correspond to three dimensional latticed structures
assembled by joining a set of rolled steel sections. These steel bars usually
correspond to symmetric L-shaped cross-sections according to a commercial
catalog. In addition, the steel sections are usually bolted in real designs due
to practical considerations during the building process. Nowadays there exist
rare specific designs with welded joints but they are not commonly used in
practice. Consequently, the structural model for this kind of towers corresponds
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Figure 1: Examples of blocks commonly used in Spanish designs of high voltage
towers.

to a 3D lattice of symmetric L-shaped cross-section bars with bolted joints.
From a practical point of view, most of the joints of the structure correspond to
articulations but there are some of them that correspond to semi-rigid articulations
(specially in the vertical bars). From a mathematical point of view the numerical
model used to develop the structural analysis corresponds to a 3D articulated
bars formulation, since it adequately approximates the structural response. In
addition, some important standards like the ones proposed by the ASCE [3, 4]
also recommend this kind of numerical models.

Furthermore, high voltage transmission line towers usually have large
dimensions (tens of meters high and some meters wide) and are built in practice
by assembling a set of smaller blocks with predefined geometric and structural
properties. Some of the most frequent blocks used in the Spanish and European
towers can be observed in figure 1.

The combination of some of these blocks, with adequate shape and dimensions,
produces the final designs which are used in practice (figure 2).

In addition, it is important to take into account that for practical considerations
the number of different rolled steel sections per block must be small. In practice,
the symmetry of the design and the external forces applied suggest that the cross-
section of a number of elements in a block (the vertical bars for instance) must
be equal. Thus, each block is usually defined by adequately combining a small
number of different rolled steel sections, depending on the complexity of the block.
The distribution of different steel rolled sections can be also observed in figure 1.

3  Structural analysis

The structural analysis model proposed in this paper corresponds to an articulated
latticed structure made of predefined blocks and normalized steel rolled sections.
Consequently, the numerical analysis model under the conventional hypotheses
of small displacements, small displacements gradients and linear elasticity

Computer Aided Optimum Design in Engineering XII  61

 
 www.witpress.com, ISSN 1743-3509 (on-line) 
WIT Transactions on The Built Environment, Vol 125, © 201  WIT Press2



Figure 2: Examples of real designs of high voltage towers.

corresponds to a 3D analysis of articulated latticed structures. Furthermore,
the Spanish and European Standards and Norms corresponding to this kind of
structures [1, 2] impose a set of load cases and additional design constraints. The
Spanish Standard [2] states that five different loads must be considered:

• Self weight of the tower and the conductors
• Ice load on the full length of the conductors
• Wind load on the tower and on the conductors
• Tension imbalance of the conductors connected to the tower on both sides

along the line.
• Collapse of one conductor.

Figure 3 shows the displacements of a general design of a high voltage
transmission line tower for the loads indicated in the actual Spanish Norm [2].
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Figure 3: Displacements of a high voltage transmission line tower for (from left
to right): ice load, wind load, tension imbalance of the conductors and
collapse of one conductor.

The combination of these loads produces more than 7 different load cases. For
each one of the indicated load cases, the structure must satisfy design constraints
on:

• Elemental shape-section ratio: The section of the bars that define the
structure corresponds to symmetric L-shaped sections. This kind of sections
can be identified by the thickness and the length of their legs. The Spanish
and European Standards [1, 2] impose a maximum value for the ratio
between the length and the thickness of the cross-section legs in order to
avoid local buckling.

• Elemental section-length ratio: The ratio between the radius of gyration
of the cross-section and its length must satisfy a minimum value. This
constraint is also related to buckling phenomena and it will be used further
in the definition of other additional constraints.
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• Elemental tension limits: Each bar of the structure must satisfy the
maximum tension stress of the material for each load case. Otherwise the
structure will collapse.

• Elemental compression limits: Each bar of the structure must satisfy the
minimum compression stress of the material being used for each load case.
In addition, this constraint must guarantee that global buckling of bars do
not appear. This buckling constraint is considered by taking into account the
value of the section-length ratio proposed in the second item.

In practice, the proposed problem involves at least 7 load cases and each load
case requires the verification of tension stress, compression stress and buckling
constraints for each bar of the structure. In addition, geometrical constraints related
to shape and dimensions of the bars need to be considered.

4  Design model

The structural model proposed in the previous section deals with realistic
considerations that must be satisfied in order to accomplish with the Spanish and
European Standards. The design model must allow to verify all these constraints
and to improve the design without loosing any of the main properties of the
conventional designs used in practice. Thus, the design model proposed must keep
the modular construction by assembling blocks of predefined typologies vertically.
In addition, the sections of the bars that define the structure must correspond to one
of the normalized steel rolled sections defined in Spanish and European Standards
and Norms due to economic and practical considerations. In addition, the multiple
sections of the bars that define a block must be treated in groups according to their
structural properties, as it can be observed in figure 1. Thus, the bars of each group
present identical cross-sectional properties and dimensions.

According to these ideas the design model must include discrete design
variables related to the cross-section properties of the groups of bars defined.
These design variables can only take a set of predefined values established on
normalized steel rolled sections catalogs. On the other hand, it is also important
to allow the modification of the external geometry of the high voltage tower in
order to improve the design. Consequently, the main dimensions of the blocks of
the structure can be also included as design variables in the optimization problem.
The formulation proposed includes the dimensions (width and length) of the upper
and lower bases of the blocks as design variables. The heights of the blocks are
treated as design constants in this paper. However, the inclusion of the heights of
the blocks as design variables should not increase substantially the complexity of
the underlying optimization problem. The geometrical design variables proposed
can be included in the model as continuum variables since the length of each bar
can be easily adjusted during the constructive process.

Thus, the design model proposed to optimize the structure of high voltage
transmission line towers includes both continuum and discrete design variables.
This fact introduces even much more complexity in the model than the large
number of constraints and load cases presented in section 3. The use of both
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types of variables in one optimization model is a challenging problem nowadays,
specially when realistic studies with a large number of design variables and
constraints needs to be addressed. Conventional algorithms can not deal with
discrete design variables and special algorithms that consider discrete variables
are not efficient enough to manage a large number of discrete design variables and
constraints. Specific algorithms like evolutionary methods or genetic algorithms
have been used in the literature [5] but most of the practical considerations
proposed in this paper were not stated. In practice most of the works related to this
topic only study the discrete or the continuum problem. As far as the authors know
both types of design variables (continuum and discrete) have not been previously
treated in real applications related to the main objective of this paper.

5  Optimization algorithm

The optimization problem stated in the design model section presents crucial
aspects that can not be treated with conventional optimization algorithms.
According to that and considering previous works related to this topic [5–7],
the authors propose an optimization methodology based on heuristic approaches.
More specifically, the authors have developed a numerical model based on
Simulated Annealing [8–13] since this formulation can include natively continuum
and discrete design variables and it obtains optimal solutions for real cases in an
acceptable computing time.

This algorithm is based on heuristic rules that allows to simulate the
minimization problem defined in the previous sections by assuming that the
optimization process is analogous to the cooling and annealing of metals
in metallurgy. Furthermore, this formulation also allows to include design
constraints. However, this optimization algorithm requires to compute and verify
a large number of designs. The analysis of the structural problem and the
verification of all the stress constraints is not critical from a computational point
of view. However, the large number of designs to be analyzed turns the CPU
time a critical aspect. Consequently, the authors have developed a numerical
approximation of the objective function and the constraints based on first order
Taylor expansions in order to reduce the required computing time. These Taylor
expansions of the objective function and the design constraints allow to verify a
large number of modified designs with a relatively small computing effort. On
the other hand, first order derivatives of the objective function and the constraints
needs to be computed. These derivatives are obtained analytically by using direct
differentiation techniques [6, 7, 14, 15] in order to avoid propagation of rounding
errors and to reduce the computing time required.

Design constraints are included in the optimization methodology by using
penalty functions to define the objective function. In addition, normalized values
of the objective function and the constraints are used in practice in order to avoid
scale problems due to different natures of the objective function (the weight of
the structure) and the design constraints (geometrical dimensions, stresses, . . . ).
The objective function is normalized by dividing the current weight over the initial

Computer Aided Optimum Design in Engineering XII  65

 
 www.witpress.com, ISSN 1743-3509 (on-line) 
WIT Transactions on The Built Environment, Vol 125, © 201  WIT Press2



weight, and design constraints are normalized by dividing its value (computed as
the difference between the computed values and a established maximum) over the
maximum value allowed. This formulation allows to obtain adequate sensitivities
for applying Taylor expansions at each global iteration of the simulated annealing
process. The use of Taylor expansions allows to drastically reduce the computing
effort devoted to explore and study neighbor designs of a previous solution. In
practice the computing time devoted to this exploration of the neighborhood can
be reduced two orders of magnitude without loosing suitable precision in the
computations.

However, it is obvious that first order Taylor expansions introduce considerable
error if great modifications are applied. To avoid this effect, the modification
of continuum variables is limited by using moving limits around the design
solution previously obtained. The values for the discrete design variables are
stated by searching adequate solutions on the neighborhood of the current design.
This exploration is performed by considering increasing levels of neighborhood.
First exploration tries to find an improved solution in the first set of contiguous
values for each discrete design variable. If no adequate solution is found then a
second level of neighborhood is also explored for the discrete design variables
and so on. Moving limits of continuum design variables are also amplified. If
no improvements are achieved after increasing the level of neighborhood up to
a certain predefined limit, the search on discrete design variables stops since no
better solution can be achieved.

6  Application example

The validity of the formulation presented in previous sections is developed by
solving a real application example. In this paper, the authors present the solution
obtained for the structural optimization of a 400 kV transmission line tower with
double circuit and two ground conductors on top. These towers are 41.20 m tall and
present 7 different types of blocks, 66 groups of bars defined with normalized steel
rolled sections and 32 continuum geometrical variables. In this case, the current
Spanish Norm [2] imposes more than ten thousand design constraints that need to
be considered during the optimization process.

Figure 4 (left) shows the initial geometry and materials for one of the actual
designs commonly used in Spain in this kind of high voltage transmission
lines. Figure 4 (right) shows the final optimized design obtained by using the
methodology proposed in this paper. The use of the optimization formulation
allows to reduce 25.7 % of the initial weight of an actual design without modifying
neither the topology nor the constructive process.

7  Conclusions

In this paper the authors develop an entire optimization methodology that allows
to minimize the weight of high voltage transmission line towers by satisfying all
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Figure 4: Initial design of the high voltage tower (left) and final optimized design
(right).

the requirements imposed in the European and Spanish Standards and Norms
[1, 2]. The formulation proposed is realistic and it considers all the practical
specifications required during the constructive process. The optimal designs
obtained satisfy all the specifications included in the actual norms and can be
directly applied in practice since they satisfy all the safety conditions imposed.
According to this idea, real structural models are analyzed by using 3D articulated
latticed structure models. These models are defined by assembling a set of
predefined blocks according to the conventional constructive process.

In addition, the optimization model allows to deal with continuum design
variables that define the global geometry of the structure and discrete design
variables that correspond to the set of commercially available rolled steel sections.
Consequently, the optimization problem can not be treated with conventional
optimization algorithms.
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The proposed formulation allows to obtain important material savings in real
application examples in an acceptable computing time.
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Abstract 

This paper deals with the economic optimization of reinforced concrete short 
corbels typically used in construction. The study shows the efficiency of 
heuristic optimization by the random search, the descent local search and the 
Simulated Annealing (SA) algorithms. The evaluation of solutions follows a 
nonlinear finite element analysis with smeared cracking up to failure. Designs 
are considered feasible when they withstand a prescribed reference load. The 
algorithms are applied to a typical short corbel of 0.350m of total depth for 
which there is available data about the mode of failure and ultimate loads. The 
distance of the applied load to the built-in section is 0.150m. This example has 
seven discrete design variables for the geometry of the corbel, material and 
passive reinforcement. The application of the SA algorithm requires the 
calibration of the initial temperature and threshold, the number of variables 
modified in each iteration, the length of the Markov chains and the reducing 
coefficient. Each heuristic is run nine times so as to obtain statistical information 
about the minimum, average and deviation of the results. The best result has a 
cost of 10.4770€ for the SA algorithm. Finally, solutions and run times indicate 
that heuristic optimization is a forthcoming option for the design of real non-
linear finite element analysed structures. 
Keywords: economic optimization, heuristics, concrete structures, structural 
design, smeared cracking. 

 Eng.
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1 Introduction 

The emergence of heuristic optimization techniques was a consequence of 
artificial intelligence procedures. These approximate techniques are appropriate 
for optimizing realistic structures because they often find a fast and near global 
optimal solution. Heuristic approaches include several algorithms such as genetic 
algorithms, simulated annealing, particle swarm optimization, and ant colony 
optimization, inter alia. A recent review of heuristics for project and construction 
management can be found in the study by Liao et al. [1]. Cohn and Dinovitzer 
[2] provided an extensive state-of-the-practice in structural optimization noting 
that most of the research studies focused mainly on steel structures, whereas only 
few dealt with concrete structures. The history of heuristic optimization in RC 
structures can be traced back to the late 1990s. From them on, many studies 
based on evolutionary computation have been applied for optimizing structural 
concrete problems, especially genetic algorithms. The present authors’ research 
group has recently reported on non-evolutionary algorithms to the fully 
automated structural design and cost optimization of realistic three-dimensional 
structures such as walls [3–9]. 
     Building on this research line, this paper proposes an automatic design 
method for reinforced concrete short corbels using heuristic optimization 
techniques as well as a smeared cracking model for concrete fracture. This 
method requires two basic tools: (i) a numerical analysis module capable of 
evaluating the ultimate failure load of the structure in different load states 
considering progress smeared cracking criteria, and (ii) an optimization module 
capable of performing an iterative variation of the current design and evaluating 
the objective function to accept or reject the modified design. 
     A realistic short corbel is analyzed to validate the numerical analysis module. 
The realistic structures have been tested in the laboratory so the real deformation 
and ultimate failure loads results results are available. The calculation module is 
based on a finite element program called FINEL, where several sub-modules to 
analyze the concrete smeared cracking have been coded. On the other hand, the 
optimization module is based on four heuristic algorithms. 

2 Numerical analysis module 

The numerical analysis module is validated using the experimental ultimate 
failure load of eight short corbels performed by Montenegro [10]. This work 
analyzed the failure mechanisms depending on the amount of reinforcing steel as 
well as the onset of cracking load level. In addition, relations between applied 
load and reinforcement deformation for the corbels tested are established. Figs. 1 
and 2 show the dimensions and the reinforcement setup of the corbels tested. The 
concrete mix design, the curing process and the instrumentation used during the 
test can be found in the mentioned reference. Note that the loading process has 
been gradual, starting with 20kN loading steps until the appearance of the first 
cracks and then stepped up to 50kN load, until the corbel ruin.  
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Figure 1: Short corbel geometry. 

     Table 1 includes the reinforcement setup of the corbels tested. The 
nomenclature of the corbels has been adopted in the form “CHV”, where C 
stands for “Consolo” (corbel in Portuguese), H and Vrepresents the vertical 
and horizontal stirrups, respectively. Table 2 summarizes the onset of cracking 
load results and the ultimate failure load for the different tests. As noted above, 
the software used to check the ultimate failure load was FINEL which modular 
structure has allowed to use some of its calculation modules and adapt them to 
the smeared cracking scheme, particularly altering aspects of the material non-
linearity. The original FINEL modules used were the mesh generation, the nodal 
renumbering, the boundary conditions and the Choleski method to solve 
equations. Issues related to non-linearity was reflected in the rigidity matrix, 
non-linear relationships, residual stresses, cracking, etc. Two auxiliary modules, 
which were made by the third author [11], were also used to process and obtain 
graphs representing a section of mesh reference plane parallel to the XZ and 
contains Gauss point closest to the plane XZ. 

Table 1:  Number and diameter of the reinforcement setup. 

Corbel 
Reinforcement setup (mm) 

N1 N2 N3 N4 N5 N6 
CH0V0 6  11  4  4  - - 
CH5V5 “ “ “ “ 4  8  
CH5V0 “ “ “ “ 4  - 
CH0V5 “ “ “ “ - 8  
CH4V0 “ “ “ “ 4  - 
CH4V4 “ “ “ “ 4  8  
CH6V0 “ “ “ “ 4  - 

CH4V4* “ “ “ “ 4  4  

Computer Aided Optimum Design in Engineering XII  73

 
 www.witpress.com, ISSN 1743-3509 (on-line) 
WIT Transactions on The Built Environment, Vol 125, © 201  WIT Press2



Table 2:  FINEL model prediction versus laboratory test results. 

TEST 

Laboratory test results [10] 
FINEL model prediction (kN) Cracking load 

(kN) Ultimate 
failure 

load (kN) 
Onset  

of 
cracking 

Onset 
of 

strut 

First 
crack 
rising

Strut 
cracking 

rising 

Ultimate 
failure 

load (kN) 

Fr/
Fc 

CH0V0 200 400 1000 240 480 1080 
0.9
3 

CH5V5 160 400 1250 180 448 1080 
1.1
6 

CH5V0 160 400 1070 180 480 1050 
1.0
2 

CH0V5 200 400 965 180 450 1065 
0.9
1 

CH4V4 180 320 1080 180 420 1080 
1.0
0 

CH4V0 180 400 1160 180 480 1035 
1.1
2 

CH6V0 200 350 1195 240 540 1150 
1.0
4 

CH4V4
* 

160 250 790 120 360 915 
0.8
6 

 

 

Figure 2: Reinforcement setup. 

     Figure 3 shows the finite element modeling of a corbel of 250mm long, 
150mm wide and 350mm height tested in the laboratory. The total mesh consists 
of 25 elements for concrete and 79 elements for steel. The reinforcing steel is 
arranged in the edges of the concrete elements that surrounds them. Half of the 
corbel has been analyzed given the existence of a symmetry plane of both 
geometry and loading. Steps were applied using a 15kN load uniformly 
distributed applied in the 23 and 24 finite elements of the top face. 
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Figure 3: Finite element modelling and boundary conditions. 

 

 

Figure 4: Graphical representation of the cracking development using the 
numerical analysis modulus. Case: CH0V0, ultimate failure load: 2 
x 270kN. 

     Table 2 summarizes the results obtained using FINEL for predicting the 
ultimate failure loads as well as the values for which the first crack and the strut 
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cracking appear. The calculated ultimate failure load according to the last 
converged load step has been included as well. The results obtained with FINEL 
are of high quality both in regard to obtaining the ultimate failure load as 
determining the cracking development. 
      shows a graphic example of the output results of the numerical analysis 
modulus for a specific case. 
     One of the main disadvantages of FINEL is the computation time required for 
each iteration, which normally has hovered around three minutes. This drawback 
has been forced to limit the maximum number of iterations to be run rather than 
imposing improving conditions on the objective function for a specified number 
of iterations. 

3 Optimization problem definition 

The structural optimization problem deals with the minimization of the objective 
function F of expression (1), satisfying also the restrictions of expressions (2). 

 ),...,,(),...,( 21
,1

21 n
ri

iin xxxmpxxxF 


  (1) 

 0),.....,( 21 nj xxxg  (2) 

 ),....,,( 21 iqiii dddx   (3) 

     Note that F in expression (1) is the sum of unit prizes multiplied by the 
measurements of construction units (concrete, steel, formwork, etc.), and that the 
restrictions on expression (2) are all the structural constraints. The design 
variables, x1, x2,..., xn, take the discrete values in a list in expression (3). The 
analysis includes seven discrete variables: the corbel width (B), the characteristic 
strength of concrete (fck), and the longitudinal and transverse reinforcement (As1, 
As2, As3, As4 and As5) as shown in Fig. 5. 
 

 
Figure 5: Corbels reinforcement setup. 
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     The parameters of the analysis are all fixed quantities and therefore they are 
not subject to optimization. Tables 3 and 4 provide details of those parameters 
for the corbels analyzed. The ultimate failure load is the only restriction imposed 
on the structure which has to be equal or greater than 500kN. Note that for 
calculating the failure load provided by FINEL no material safety factor has been 
considered. Thus, the failure load is the actual resistance load of the corbel. 

Table 3:  Main parameters of the analysis. 

Parameter Notation Description Value 

Geometric 
parameters 

L Corbel length 250 mm 
C Corbel depth 350 mm 
a Load application distance 150 mm 

Mechanical 
parameters ykf  Modulus of elasticity of steel 479 MPa 

Loading 
parameters 

P Loading step 2.0 N/mm2 

Table 4:  Basic prizes of the cost function. 

Unit Cost (€) 
kg of steel (B-500S) 1.25 
m2 of shuttering and stripping formwork 22.75 
m3 of concrete HA-25 77.80 
m3 of concrete HA-30 82.34 
m3 of concrete HA-35 98.03 
m3 of concrete HA-40 105.17 
m3 of concrete HA-45 111.72 
m3 of concrete HA-50 118.26 

4 Optimization module 

The optimization module used in this study is based on four heuristic search 
algorithms: the random search (RS), the directional movement greedy best-first 
search (DGLS), the descent local search (DLS) and the simulated annealing (SA) 
method. The algorithms were coded in Visual Basic 6.0 and computer runs were 
performed in a conventional PC computer with an Intel Pentium of 2.80GHz. 
     RS consists of generation solutions by random choice of the optimization 
problem variables. The cost function is evaluated for each solution and then it is 
checked if the solution satisfies the structural constraints. The computation time 
has limited the number of iterations performed, which has been 200. Among the 
feasible solutions found, the lowest cost solution is chosen. Figure 6 shows the 
results for 200 iterations of RS. The best result found has a cost of 13.5737€ with 
a computation time of 10 hours. 
     DGLS involves the progressive reduction of the cost of the objective function 
from an initial maximum cost solution. The initial solution is modified 
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iteratively. If the change produces a better solution and fulfills the condition of 
minimum ultimate failure load, then the new solution replaces the previous one. 
The local changes of the current solution are performed by varying one (D1), 
three (D3) or five variables (D5) simultaneously in order to determine the most 
efficient movement. The mechanism that modifies a solution defines the 
neighborhood of this solution. The movements of each variable always move in 
the direction of decreasing costs so that no variables are allowed to increase its 
value at any time. 120 iterations have been executed, storing all lower cost 
solutions found by this algorithm. Figure 7 shows the comparative results of cost 
trends for D1, D3 and D5. 
 

 

Figure 6: Cost results for a standard RS for 200 iterations. 
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Figure 7: Cost variation for DGLS. 
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     DLS is a greedy best-first search, but unlike the previous method, DLS starts 
with a random feasible solution and the movements of each variable are allowed 
to move in any the direction. Unlike DGLS, DLS is a non-directional movement 
greedy best-first search is an iterative algorithm that starts with a random 
feasible solution and then attempts to find a better solution by changing some 
variables of the current solution. If the change produces a better solution, this 
new solution replaces the previous one, repeating the movements until no further 
improvements can be found. DLS involve modifying a starting feasible solution 
iteratively through an appropriate mechanism. From this solution, a random 
change is applied to the values of the variables. The local changes of the current 
solution are performed by varying one (G1), three (G3) or five variables (G5) 
simultaneously, but now allowing random non-directional changes in each 
chosen variable. The new solution is evaluated and, if this solution reduces the 
cost and is feasible then this solution replaces the previous one. The starting 
solution selected to begin with DLS was the best solution found in the RS. A 
usual stopping criterion used in these iterative local search methods is to finish 
the movements until a maximum number of iterations without improvement. 
Here, the number of iterations without improvement is limited to 120 due to the 
high computation time required. Figure 8 shows the evolution of the cost for 
each of the movements G1, G3 and G5 applied to DLS. The best solution found 
with DLS has a cost of 11.9775€ with 7 hours of computation time, being D5 the 
most effective movement. 
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Figure 8: Cost variation for DLS. 

     The fourth algorithm used in this work was the well-known SA algorithm, 
that was originally proposed by Kirkpatrick et al. [12]. SA is used in global 
optimization problems to find a good approximation solution in a large search 
space. SA is based on the analogy of crystal formation from masses melted at 
high temperature and let cool slowly. The process is governed by Boltzmann 
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expression exp(-ΔE/T), where ΔE is the increment of energy of the new 
configuration and T is the temperature. The algorithm starts with a feasible 
solution randomly generated and a high initial temperature. The initial working 
solution is changed by a small random move of the values of the variables. The 
new current solution is evaluated in terms of cost. Greater cost solutions are 
accepted when a 0 to 1 random number is smaller than the expression exp(-
ΔE/T), where ΔE is the cost increment and T is the current temperature. The 
current solution is then checked against structural restrictions and if it is feasible, 
it is adopted as the new working solution. The initial temperature is decreased 
geometrically (T=kT) by means of a coefficient of cooling k. A number of 
iterations called Markov chains is allowed at each step of temperature. The 
algorithm stops when the temperature is a small percentage of the initial 
temperature (typically 1%). The SA method is capable of surpassing local 
optima at high-medium temperatures and gradually converges as the temperature 
reduces to zero. The SA method requires calibration of the initial temperature, 
the length of the Markov chains and the cooling coefficient. The initial 
temperature was adjusted following the method proposed by Medina [13], which 
consists in choosing an initial value and checking whether the percentage of 
acceptances of higher energy solutions is between 20-40 percent. If the  
 

0

50

100

150

200

250

300

10

11

12

13

14

15

16

0 50 100 150 200 250 300 350 400 450 500

T
e

m
p

e
ra

tu
re

 (º
C

)

C
o

s
t (

€
)

Iteration

Cost   (€)

Temp  (ºC)

 

Figure 9: Typical cost variation and temperature reduction for SA. 

percentage is greater than 40%, the initial temperature is halved; and if it is 
smaller than 20%, the initial temperature is doubled. The movement selected for 
SA was G3. The initial temperature calibrated was 280, the Markov chain length 
was 50 and the cooling rate was 0.7. These calibration data provide 500 
iterations with a computer time of 20 hours. Computer runs were performed 9 
times so as to obtain minimum, mean and standard deviation of the random 
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results. The best solution found with SA has a cost of 10,4770€ with 25 hours of 
computation time Figure 4.6 shows a typical cost evolution for the SA. 

5 Results from numerical experiments 

Table 5 summarizes the results of best cost and computer running times of the 
four heuristics used in the research. It can be seen that the lowest cost solution 
found by SA improves by 22.81%, 27.28% and 12.53% the best results of RS, 
DGLS and DLS, respectively. 

Table 5:  Best solutions found by the heuristics. 

Algorithm Cost (€) 
Computation time 

(hours) 
RS 13.5737 10.00 

DGLS 14.4072 8.25 
DLS 11.9775 7.40 
SA 10.4770 25.60 

 
     The optimized corbel uses concrete with the highest permitted characteristic 
resistance (50MPa). Its width is very strict, 180mm and the reinforcing steel 
setup at the top of the corbel works as a tie. The optimized-cost corbel does not 
require longitudinal (As5) nor transverse reinforcement (As4). The ultimate failure 
load is 504kN. 

6 Conclusions 

In this paper we describe an automatic method for the design of real nonlinear 
finite element analysed reinforced concrete short corbels using heuristic 
optimization techniques as well as a smeared cracking model for concrete 
fracture. The results obtained are very close to those obtained experimentally 
both in regard to obtaining the ultimate failure load as determining the cracking 
development The analysis reveals that SA is an efficient algorithm for the 
optimal design of real corbels. In addition, a computer time reduction for the 
calculation module is required in order to apply other stopping criteria for the 
heuristics rather than a predetermined number of iterations. The optimized-cost 
corbel has a very strict width, use concrete with the highest permitted 
characteristic resistance (50MPa) and does not require longitudinal nor 
transversal reinforcing steel. Nevertheless, future studies should include 
additional structures, such as bridge braces and pile plates; and a restatement of 
the calculation modules to apply the methodology to other more complex 
structures such as prestressed concrete. 
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Optimal design of full disks with respect to 
mixed creep rupture time 

K. Szuwalski & A. Ustrzycka 
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Abstract 

The mixed rupture theory to the optimization problem for the complex stress 
state is used. The problem of optimal shape for the rotating full disk with respect 
to mixed rupture time is investigated. The mathematical model of mixed creep 
rupture is described by the system of five partial differential equations. Difficulty 
of the problem results from two types of nonlinearities: geometrical connected 
with the use of the finite strain theory and physical - the material is described by 
the Norton’s creep law, here generalized for true stresses and logarithmic strains. 
Additional time factor leads to subsequent complications. The parametric 
optimization describing the initial shape of the disk is applied. The obtained 
results are compared with the optimal disks with respect to ductile creep rupture 
time. 
Keywords: mixed creep rupture, structural optimization, full disk. 

1 Introduction 

Structural elements working under creep conditions belong to the relatively new 
branches of structural optimisation, started in the seventieth years of the last 
century. The problem of time to rupture evaluation is of obvious relevance for 
various machine parts working under high temperature conditions. Theoretical 
modelling of long time strength appears to be important. A broad presentation of 
various objective functions with division on time-dependent and time-
independent, was given by Życzkowski [1]. To the latter group belong criteria 
connected with creep rupture. Most papers on optimal structural design are based 
on the brittle creep rupture theory proposed by Kachanov (small strain theory). It 
was due to its relative simplicity - possibility of rigidification theorem 
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application. Optimal solutions with respect to brittle creep rupture often coincide 
with uniform strength structures.  
     In the work published by Hoff [2], the moment of failure of a bar under 
tension is defined as the one at which the cross-sectional area becomes zero as a 
result of quasiviscous flow. It was shown that the calculated results are in good 
agreement with the experimental data (Mentl [3]). 
     Applications of the ductile rupture theory, proposed by Hoff in optimization 
problems are rather scarce as it requires finite strain theory. For the first time it 
was used by Szuwalski for optimization of bars under nonuniform tension [4] 
and for optimisation of Mises truss [5]. Some problems of prismatic tension rods 
were discussed by Pedersen [6]. Such an approach introduces not only physical 
nonlinearities, connected with creep law (usually Norton’s law), but geometrical, 
resulting from the finite strain theory, as well. Additional time factor leads to 
such complication, that till now, only few papers were devoted to optimization 
with respect to ductile rupture time. The optimal full disks with respect to ductile 
creep rupture time were found by Szuwalski [7], and first attempts for annular 
disks were made by Szuwalski and Ustrzycka [8].  
     The Hoff’s concept has certain limitations. It predicts contrary to observations 
that creep does not result in damage of material. Also, his scheme does not 
explain fractures at small strains (brittle ruptures) and the change of character of 
rupture (from ductile to brittle).  
     Here, we suggest a theoretical model for creep deformation of the disk, which 
takes into account ductility and embrittlement of the material. We emphasize that 
the physics of such phenomena is very complex. Application of mixed rupture 
theory proposed by Kachanov [9] takes into account both: geometrical changes - 
diminishing of transversal dimensions resulting from large strains (as in ductile 
rupture) and growth of microcracks (as in brittle rupture). Straight line b (Figure 
1) corresponds to the purely brittle fracture and d to the ductile fracture 
according to experimental data. The curve m showing relations for the mixed 
rupture, asymptotically approaches straight lines b and d. 
 

 

Figure 1: m- mixed rupture, d- Hoff’s ductile creep rupture, b- Katchanov’s 
brittle rupture. 
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     The first attempt of application the mixed rupture theory to shape 
optimization was made by Szuwalski and Ustrzycka [10] for bars under 
nonuniform tension.  
     In present paper the problem of optimal shape with respect to mixed creep 
rupture time for the complex stress state - rotating full disk is investigated. We 
assume that microcracking and diminishing of transversal dimensions start from 
the very beginning of creep process. Such an approach introduces not only 
physical nonlinearities, connected with creep law (usually Norton’s law), but 
geometrical, resulting from finite strain theory, as well. Additional time factor 
leads to subsequent complications. The whole creep process must be analyzed 
from its beginning up to rupture. 

2 Governing equations  

The concept of the mathematical description of mixed creep rupture requires an 
examination of the entire process, taking into account geometrical changes 
occurring in the course of it. The problem is solved in material (Lagrangean) 
coordinates and all parameters in initial state, for time equal zero, are denoted by 
capital letters, while current values of these parameters by the same small letters. 
Due to axial symmetry all quantities will be functions of two independent 
variables: radius R and time t. The disk rotates with constant angular velocity   
and body forces connected with own mass of the disk are taken into account 
(Figure ). 

 

Figure 2: Model of the rotating full disk. 

     The material of the disk fulfills the Norton’s creep low: 

 n
ee k   (1) 

where e  denotes the effective stress, according to the Huber-Mises-Hencky 

hypothesis generalized to true stresses: 

  2

1
22

  rre   (2)  

2
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     and respectively, e  is the effective strain rate, k and n are material constants. 

     The internal equilibrium condition for plane stress state, with body force, 
takes form: 

 0)(
1 2 








r

gr
h

Rrh
r

r 


 
 (3)  

where  r stands for current value of radial stress and   of circumferential 

one, h – for current thickness, γ – specific weight of material and g – acceleration 
of gravity. 
     Assumption of incompressibility leads to: 

 hrdrHRdR   (4)  

where R stands for material coordinate of the discussed point, while r for spatial 
one. 
     Finite strains require logarithmic strains: 

 r
R

r
r 




 lnln ; R

r
ln ; H

h
z ln  (5) 

     The shape change law, assumed in form of similarity of true stresses and 
velocities of logarithmic strains deviators according to Szuwalski [7] leads to: 
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 (6) 

     Compatibility condition, after some rearrangements, presented by Szuwalski 
[7], takes form: 
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     To find the mixed rupture time, the evolution equation proposed by Kachanov 
[ ] will be applied: 

 
m

eD
t 












 

 (8) 

     in which D  and m  are material constants. 
     Continuity function   is defined by the ratio of effective cross - sectional 
area efa  to undamaged area a : 

 a

aef  (9) 

     In contrast with brittle rupture theory   denotes here the true stress - related 
to the current cross – section a  (geometrical changes are taken into account).  

9
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     We characterize damage by the continuity function 10  . At the initial 
moment (no damage): 1 , as time goes on, it decreases. The moment of 
rupture corresponds to a value 0  at which fracture localizes. 
     We define the rupture criterion in the following form: 

   )00,1,0(: )(
*

 mt
lRR   (10) 

     Time after which the continuity function will diminish to zero will be the time 

of mixed rupture  mt .  

     For the sake of numerical calculations, dimensionless quantities are 
introduced. Both material and spatial coordinates are related to the initial 
external radius B: 

 B

R
R ˆ

; B

r
r ˆ  (11) 

     The thickness of the disk is related to the mean thickness hm of the full disk of 
volume V and radius B: 

 H
V

B
H 

2
ˆ 

;  h
V

B
h 

2
ˆ 

 (12) 

     Radial loading at radius b of the rotating disk is resulting from mass M 
uniformly distributed on the outer edge. 

 
)(2

)(
2

Bh

M
pbr 

   (13) 

     Dimensionless stresses are referred to stresses calculated using a rigidification 
theorem in the motionless full plane disk subject to tension with uniform 
pressure p (13): 

 ii
BM

V 



22

2
ˆ  ;  ,ri   (14) 

     Consequently dimensionless time is defined: 

 
)(dt

t
t   (15) 

where: )(dt stands for the time of ductile rupture for full plane disk (Szuwalski 
[7]). To avoid the large number of material constants in numerical calculations 
we introduce the new parameter  . This parameter is equal to the radio of the 
brittle rupture time to the ductile rupture time for the prismatic bar subject to 
tension with the initial stress s : 
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where s  is equal: 
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s 2
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   (17) 

     The parameter   contains four material constants: n  and k  from Norton’s 
law (1) and m  and D  from  evolution equation (8). In some way it describes 
sensitivity of material on type of damage: brittle or ductile.  
     The mathematical model of mixed creep rupture is described by the system of 
five partial differential equations in dimensionless form: 
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     In presented above equations we have five unknowns: true stresses r and 

 , current thickness – h, spatial radial coordinate – r and continuity function –

 . 
     At the initial moment )0( t  disk remains undeformed, therefore the initial 

conditions take form: 

 RRr ˆ)0,ˆ(ˆ  ;  )ˆ(ˆ)0,ˆ(ˆ RHRh   (19) 

     The boundary conditions are described in this form: 

 0)ˆ,0(ˆ tr ;    0ˆ,0ˆ tr   

 )ˆ,0(ˆ)ˆ,0(ˆ ttr    (20) 

     The condition at external radius, where the mass M is distributed, in 
dimensionless form may be written: 
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     In the fourth of equations (16) and in the second of initial conditions (17), we 

have the function )ˆ(ˆ RH describing the initial profile of the disk. It is necessary to 

know this function in order to solve the set (16). Because this function is being 
sought in the optimisation process, we shall apply parametric optimisation. We 

shall look for the best possible function )ˆ(ˆ RH , leading to the longest lifetime to 

mixed rupture in assumed class of polynomial functions. 
     Let’s consider an optimality criterion in the form: 

   max)ˆ(ˆ!
.

)(
*  

constV
mtfRH  (22) 

where functions  RR: f , i
l RbRbRbbR  ...2

210 , for all 

arguments 1,0R , where  0N i  (i is a non-negative integer) and  

Rlb  are constant coefficients, where il ,,2,1,0  , and 0lb . 

3 Numerical algorithm 

In order to perform an optimisation procedure, the rupture and optimality 
criterion to the mathematical model is introduced. The numerical algorithm is 
proposed for the complex stress state. We must follow step by step the whole 
creep process for each new geometry of the deformed disk up to the moment of 
fulfilling of rupture criterion in order to establish the mixed creep rupture time. 
The numerical algorithm consists of two blocks, which are sequentially 
activated. 
     The algorithm begins by defining the initial geometry, constant parameters 
and the boundary conditions for the stresses (20). In the first block, for given 
geometry of the disk, the true stresses distribution is established by integration of 
the first and the second equations of the set (18) with respect material coordinate 

R̂ . The Runge – Kutta fourth order method is applied. We do not know values 
of stresses in the centre of the disk, so they are assumed arbitrarily, but they must 
satisfy the boundary condition at the outer edge of the disk ( 1). Therefore, the 
recurrential procedure must be applied. Found distribution of true stresses, with 
help of the evolution equation (the last from the set (18) makes it possible to 
establish the distribution of continuity function  . If it’s minimal value satisfies 
the rupture criterion, the creep process finishing – the time to mixed rupture was 
found. 
     When values of continuity function are sufficiently large, the new changed 
geometry of the disk is calculated. The integration of the third of equation (18) 
with respect to time is performed using Euler’s method. The time dependent 
solutions have high sensitivity on time step dimension, so we choose the varying 
time step, depending on current creep velocity. In this way new spatial 
coordinates are calculated. Finally incompressibility condition (fourth of set 
(18)) makes it possible to find changed shape (thickness) of the disk. From the 
results obtained for many initial shapes of the disk, described by assumed 
polynomial function, the best leading to the longest time to mixed creep rupture 

2
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is chosen – this is the optimal disk. Consequently, for the new geometry of the 
disk, the full cycle of the above mentioned calculations are repeated. 

4 Discussion of results 

At the beginning optimal solutions for the problem of rotating full disk with 
respect to mixed creep rupture time are sought in the class of linear functions: 

 RuuuuRH ˆ),;ˆ(ˆ
1010   (23) 

     Parameters 0u  and 1u  (uniparametric optimisation), which optimal values are 

sought, are linked together by the condition of given volume V: 
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     The influence of parameter   as the ratio of own mass of the disk to mass 

uniformly distributed at the outer edge and the parameter   ratio of the brittle 
rupture time and ductile rupture time of the prismatic bar, rotating with the 
constant angular velocity ω, loaded by mass M distributed at the external edge, 
with the bar’s own mass neglected is investigated. Profiles of optimal disks for 
uniparametric optimization are shown in Figure 3 as a function of the 
parameter   for three different values of parameter   
     Obtained solutions strongly depend on ratio and µ. When the mass M is 
very large in comparison with own mass of the disk (small values of μ) optimal 
disks are close to flat ones. For the larger values of parameter  (ductile 
materials) the thickness of optimal disks in the vicinity of outer edge grows. For 
larger values of parameters µ (small mass M at the outer radius), the mass of the 
disk is distributed as close to the rotation axis as possible.  
     Better results may be obtained for disks, which initial shape is defined by 
quadratic function: 

 2
210210

ˆˆ),,;ˆ(ˆ RbRbbbbbRH  ,  02 b  (25) 

     Because now we have three parameters, finding of their optimal values takes 
much more time than for uniparametric optimization. From three parameters in 
this function, only two may be treated as free ones, the third results from given 
volume of disk: 

      RdRRbRbbV ˆˆˆˆ2ˆ
1

0

2
210  (26) 

from which: 

 102 3

4
22 bbb  . (27) 

     Profiles of optimal disks for biparametric optimization are shown in Figure 4  
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                        A)  4,0                                             B) 3  
 

  

Figure 3: Optimal shapes of the disks for uniparametric optimisation. 

                         A)      4,0                                          B)     3  

 

Figure 4: Optimal shapes of the disks for biparametric optimisation. 

     For smaller values of parameters   (the own mass almost neglected), the 

growth of thickness at the outer edge was observed, optimal solutions have 
minimum inside the disk width. The larger thickness at the outer edge works as 
some kind of reinforcement and thanks to it time to mixed rupture may be longer. 
For larger values of parameters   (brittle materials), this effect is smaller. 
     In Figure 5A) the changed profiles of the optimal disk and in Figure 5B) the 
corresponding distribution of continuity function at the same time moments are 
shown. The results are presented for optimal disk for parameters: 

3,2,3,1.0  mn , which initial shape is described by function 
2( ) 2 3 2H R R R   . 

     We observed that despite the strengthening of the outer edge of the disk, the 
rupture criterion for the continuity function  is fulfilled there. Inside the disk 
the values of function  are quite large. This effect is due to limitation only to 
the disks of initial profile described by quadratic function (23).  
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                                A)                                                              B) 

 

Figure 5: Time cross-section of creep process. 

 
Figure 6: Optimal shape of the uniform initial strength disks compared with 

uni- and biparametric optimisation. 

     We may expect that disks of uniform initial strength, in which both radial and 
circumferential stresses are the same for BR 0  are close to optimal with 
respect to mixed rupture time.  
     Such disks described by formula: 

    
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where: ̂  - dimensionless equalized initial stress, calculated from the condition 
of constant volume: 
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may be slightly corrected, to obtain the longest life – time to creep rupture. 
Correction is adopted in form of the third degree polynomial function: 

 3
3

2
20

ˆˆˆ RpRppH cor  , (30) 

without the linear element, so as to the thickness derivative in the middle of the 
disk was equal to zero. 
     As the correction cannot change the total volume of the bar, only two 
coefficients of eq. (30) may be treated as free parameters, while the third results 
from the constant volume condition: 

 203 4

5

2

5
ppp  . (31) 

     For different values of these parameters we designated the initial shape of the 
disk, 

      RHRHRH corus
ˆˆˆˆˆˆ   (32) 

     then we integrate the system of equations (16) 
     Calculations were carried for 1,0 , 3 , exponent in Norton’s law 

3n  and exponent in Kachanov’s law 2m . Optimal shapes of the corrected 
shape of uniform initial strength the disk compared with obtained earlier for 
parametric optimization are presented in Figure .  
     The optimal shapes of different disks are placed on the time axis at the points 
corresponding to obtained times m of mixed rupture. As expected, the corrected 
shape of uniform initial strength disk provides the longest time to mixed creep 
rupture. Introduction of parabolic disk enlarges this time a for about 14%, while 
for corrected disk of uniform strength the gain in comparison with conical disk is 
about 70%. 

5 Conclusions  

In conclusion, it is worth pointing out that the mathematical model of mixed 
creep rupture discussed in this paper addresses one of the fundamental 
phenomena that occur at high temperatures in the materials. The theoretical 
model for creep deformation of the disk with the account of ductility and 
embrittlement of the material is described. Application of mixed rupture theory 
proposed by Kachanov in this model takes into account: geometrical changes - 
diminishing of transversal dimensions resulting from large strains (as in ductile 
rupture) and growth of microcracks (as in brittle rupture). The time to rupture is 
defined as a time when continuity function  diminishes to zero. 
     The paper is embedded in the branch of research dedicated to optimum design 
of structures under creep conditions with the objective function in the form of 
mixed creep rupture time. The problem of optimal shape with respect to mixed 
creep rupture time for the complex stress state - rotating full disk is investigated. 
Both the own mass of the disk and a mass uniformly distributed on the outer 

6
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radius are taken into account. The Norton creep law has been applied. The 
problem has been solved in the framework of large strains – true stresses 
approach. The logarithmic measure of strains has been adopted. The optimal 
profiles of disks, satisfying the condition of maximum time to rupture, were 
found for full disks and for the constant volume of material. The best profile of 
the disk, leading to the longest lifetime to mixed rupture in assumed class of 
polynomial functions was sought. 
     The corrected shape of uniform initial strength disk provides the longest time 
to mixed creep rupture. Correction is adopted in form of the third degree 
polynomial function. In comparison of conical disk enlarges the time to mixed 
rupture for about 70%. 
     The results presented in the paper have fundamental meaning for possible 
applications in different technologies. Both the power plants or the automobile 
industry and ship or aircraft technologies can profit from decent analysis 
presented in the submitted manuscript. Also, this domain of research looks 
promising for the future studies in view of multi-scale modeling applied to creep 
rupture mechanisms. 
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High performance mortar may help to  
reduce damages in masonry constructions  
for seismic areas in Mexico 

J. Gomez-Dominguez & L. A. Badillo 
Monterrey TEC, Monterrey Campus, Mexico 

Abstract 

Seismicity is a great concern in Mexico and other Latin-American countries, 
particularly low income construction houses and small masonry buildings suffer 
considerable damages under earthquakes. This work describes a practical 
research for developing and testing at the laboratory stage an optimal high 
performance mortar in small masonry sections under loads. Results showed that 
masonry sections made with the high performance mortar were 34.65% stronger 
in compression than sections made with conventional mortar; on the other hand 
masonry sections tested under diagonal compression were 11.91% stronger. A 
simplified seismic analysis carried out on three story buildings located in Mexico 
City showed that the lower story for the conventional masonry building would 
not comply with its code, while the building with high performance mortar was 
considered satisfactory. Using high performance mortar to make masonry walls 
would cost 11% more than using conventional mortar. 
Keywords: high performance mortar, masonry houses, brick walls in buildings. 

1 Introduction 

On March 20, 2012 an earthquake 7.4 on the Richter scale was felt in Mexico 
City with many aftershocks, fortunately no major damages were suffer, this 
reminded us of the devastation left by the 8.0 earthquake  that occurred in 1985. 
This work describes an initial effort to do some research on the development of a 
better performance masonry, the need exists to alleviate in some way the 
damages produced by earthquakes on conventional constructions, were little 
attention is given to the mortars used.  Low income houses and small buildings 
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are abundant in seismic areas and become in many cases seriously damaged 
when earthquakes strike. 

2 Materials 

Two types of mortars were used in this work, one designated as conventional 
mortar (CM) and one designated as high performance mortar (HPM), both 
included a Portland cement designated as CPC30R that complies with a Mexican 
standard, this is basically cement with 50 to 90% clinker plus gypsum and the 
rest includes other proper additions. The sand used in all the mixes was a crushed 
limestone that complies with ASTM C33 and its fineness modulus was 2.72. 
The high performance mortar also included silica fume, polypropylene fibres and 
a superplasticizer admixture. 
     The type of brick used for making small masonry sections in this work is 
shown in figure 1, this is a common piece for construction and complies with the 
Mexican standard for such application, table 1 shows its physical characteristics.  

Figure 1: Typical clay brick. 
 

Table 1:  Physical brick characteristics. 

Characteristic Measure 

Depth 60 mm 

Width 90 mm 

Length 200 mm 

Weight per unit 1.40 kg 

Units per m2 68 

Water absorption 9.4 % 
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     It was necessary to set a group of basic performance requirements for the high 
performance mortar, in order to distinguish it from the usual requirements 
specified by the Complementary Technical Norms for Design and Construction 
of Masonry Structures in Mexico City (CTNM)  [1]. Consideration was given to 
literature review and common practices in setting up table 2. CTNM does not 
specify any requirement on consistency of the mortar but indicates that the 
amount of water should be enough to get a workable mix, it suggests that the 
mortar should include one part of cement and not less than 2.25 parts of sand but 
no more than 3 parts of sand by volume. 

Table 2:  Performance requirements for high performance mortar. 

Characteristic 
Performance 
requirement 

Norm requirement CTNM 

Compressive 
strength 

≥49 MPa ≥3.93MPa 

Flexural strength ≥9.81 MPa none 

% Flow 110 ± 5 % none 

3 Experimental work to obtain HPM 

The methodology to obtain the best high performance mortar is based on 
research carried out by the Transportation Research Board as part of the National 
Cooperative Highway Research Program (NCHRP), particularly “NCHRP 
Project 18-08A, Supplementary Cementitious Materials to Enhance Durability of 
Concrete Bridge Decks”  [2]. 

3.1 Statistical design of the experiment 

The experiment considers the basic requirements from table 2 as responses, they 
are: compressive strength obtained from cubes (ASTM C109-08), flexural 
strength obtained from beams (ASTM C348-08) and flow of mortar (ASTM 
C1437-07). Valuable help was obtained from the software Statistical 
Experimental Design for Optimizing Concrete (SEDOC)  [3], in setting up a 
fractional orthogonal design of the experiment and a final selection of the best 
HPM with basis on an overall function of “Desirability”. 

3.1.1 Factors and levels 
With base on initial trials, personal experience and recommendations from 
literature review the factors and levels chosen are shown in table 3. It should be 
mentioned that the amount of fibres considered in al mixes was fixed to 3000 
grams per cubic meter of mortar. 
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Table 3:  Factors and levels of the statistical design of experiment. 

Factor 
number 

Factor name Factor type Level 1 Level 2 Level 3 

1 
Amount of 

water (dm3/m3) 
Quantitative 230 250 270 

2 Silica Fume (%) Quantitative 0 5 10 

3 
Superplasticizer 

(%) 
Quantitative 0 0.5 1 

4 w/cm Quantitative 0.35 0.40 - 

3.1.2 Design matrix suggested by SEDOC 
Factors and levels of table 3 were introduced to SEDOC analysis program which 
handled the unbalanced arrangement of the experiment, table 4 indicates what is 
called the correspondent matrix of design. 
 

Table 4:  Design matrix obtained from SEDOC analysis. 

Mixture	
Factor1
Amount	of	

water	(dm3/m3)	

Factor	2
Silica	

fume	(%)	

Factor	3
Superplasticizer	

(%)	

Factor	4	
w/cm	

Control	
Mixture	

270	 0	 0.0	 0.35	

Mixture	#1	 230	 0 0.0 0.40	
Mixture	#2	 230	 5 0.5 0.35	
Mixture	#3	 230	 10 1.0 0.35	
Mixture	#4	 250	 0 0.5 0.35	
Mixture	#5	 250	 5 1.0 0.40	
Mixture	#6	 250	 10 0.0 0.35	
Mixture	#7	 270	 0 1.0 0.35	
Mixture	#8	 270	 5 0.0 0.35	
Mixture	#9	 270	 10 0.5 0.40	

 
 

3.1.3 Mix proportions 
Mix proportions for all of the mortar ingredients were obtained with a method by 
absolute volumes suggested by Aïtcin [4]. Table 5 shows the proportions for 
each of the ten mortar mixes. 
 

3.1.4 Testing the mortars designed 
All the mixes designed were subject to three basic tests, namely flow, 
compressive strength and flexural strength, strength was checked at different 
ages. The results are presented in figures 2, 3 and 4. 
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Table 5:  Mix proportions for mortars, kg/m3 (except dm3/m3 for water). 

Mixture Water	 Cement
Silica	
fume	

Fine	
aggregate

Superplaticizer Fibres	

Control 287.60	 771.43 0.00 1204.46 0.00 0.00	
M1	 251.56	 575.00 0.00 1475.56 0.00 3.00	
M2 248.37 624.29 32.86 1392.01 3.04 3.00 
M3 246.19 591.43 65.71 1378.30 6.08 3.00 
M4 266.88 714.29 0.00 1302.06 3.31 3.00 
M5 266.20 593.75 31.25 1365.32 5.79 3.00 
M6 268.72 642.86 71.43 1281.34 0.00 3.00 
M7 282.87 771.43 0.00 1197.91 7.14 3.00 
M8 287.41 732.86 38.57 1191.64 0.00 3.00 
M9 286.40 607.50 67.50 1261.15 3.13 3.00 

 

 

Figure 2: Fresh mortar consistency. 

 

Figure 3: Compressive strength. 
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Figure 4: Flexural strength. 

Table 6:  Best mixture obtained from SEDOC analysis. 

 
Water 

(dm3/m3) 

Silica 
fume 
(%) 

Superplasticizer 
(%) 

w/cm 
Global 

desirability 

BTM 250 0 0.5 0.35 0.911 
BPM 270 0 0.5 0.35 0.992 

Table 7:  Confirmation tests results (average). 

Mixture % Flow 
Compressive 

strength (MPa) 

Flexural 
strength 
(MPa) 

Global 
desirability 

BTM 101.25 47.14 10.44  
0.920 Desirability 0.900 0.908 0.955 

BPM 120 52.12 10.48  
0.971 Desirability 0.980 0.975 0.956 

 
     Table 7 also shows the best predicted mortar as BPM out of 5184 different 
possible mixes, the global desirability for this mix is 0.992. Notice that no silica 
fume was included in the final mix, this influenced most likely for the time 
constraint in the experiment. 

3.1.5 Confirmation analysis 
The final step in finding the high performance mortar for the study consists in 
making and testing the mixes indicated in table 7, namely BTM and BPM. Hence 
new sets of 3 cubes 50x50x50 cm and 3 beams 40x40x160 cm were casted and 
tested for each mix at 7 days of age. Table 8 shows the results, from here it can 
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be confirmed that the best mix and therefore selected as HPM is the mix 
designated as BPM because its higher overall desirability value of 0.971. 

Table 8:  Compressive strength of masonry prisms constructed with CM. 

Prism 
Area 

(mm2) 
Pu (N) Height/Width 

Slenderness 
correction 

fm 
(MPa) 

1 17,836 155,750 3.54 0.954 8.35 
2 17,745 58,418 3.52 0.952 3.12 
3 17,940 88,711 3.43 0.943 4.67 
4 18,032 164,272 3.49 0.949 8.70 
5 17,940 112,110 3.49 0.94 5.91 
6 17,940 197,242 3.51 0.951 10.47 

3.2 Testing masonry sections 

Small masonry sections were fabricated considering two different mortar mixes, 
one designated as conventional (CM, proportions 1:3 by volume) and the other 
designated as HPM which comes from previous analysis. It was decided that 
both mortars should have the same consistency, so in order to compensate for 
brick absorption flow was set at 126.3%. Tables 9 and 10 show results in 
compression of masonry prisms for each type of mortar indicated. 

Table 9:  Compressive strength of masonry prisms constructed with HPM. 

Prism 
Area 

(mm2) 
Pu (N) Height/Width 

Slenderness 
correction 

fm (MPa) 

7 17,940 176,814 3.44 0.944 9.36 
8 17,836 120,642 3.57 0.957 6.45 
9 18,032 86,730 3.45 0.945 4.56 

10 17,940 139,818 3.58 0.958 7.44 
11 17,836 174,461 3.56 0.956 9.30 
12 17,745 129,497 3.56 0.956 6.93 

Table 10:  Shear strength for masonry assemblages with CM. 

Prism 
Area 

(mm2) 
Pu (N) Height/Width 

Slenderness 
correction 

fm (MPa) 

7 17,940 176,814 3.44 0.944 9.36 
8 17,836 120,642 3.57 0.957 6.45 
9 18,032 86,730 3.45 0.945 4.56 

10 17,940 139,818 3.58 0.958 7.44 
11 17,836 174,461 3.56 0.956 9.30 
12 17,745 129,497 3.56 0.956 6.93 
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     Figure 5 shows a typical failure of conventional masonry while figure 6 
shows a failure of HPM masonry. 
 

  

Figure 5: Failure of masonry prism constructed with conventional mortar. 

 

 

Figure 6: Failure of masonry prism constructed with high performance 
mortar. 

 
     Table 11 shows shear strength results of conventional masonry assemblages 
subjected to diagonal compression. Table 12 shows shear strength results of 
HPM assemblages under diagonal compression. 
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Table 11:  Shear strength for masonry assemblages with HPM. 

Assemblages 
Average (mm.) 

Coefficient 
Area 

(mm2) 
Pu (N) 

V 
(MPa) 

Height Width 

1 327 296 0.91 40,358 40,462 1.00 

2 325 295 0.91 40,161 38,521 0.96 

3 325.5 296 0.91 40,256 42,826 1.06 

4 326 296 0.91 40,290 39,295 0.98 

5 326 297 0.91 40,352 49,798 1.23 

6 326 296 0.91 40,290 37,138 0.92 

Average 1.00 

 
 
 

Table 12:  Shear strength for masonry assemblages with HPM. 

Assemblages 
Average (mm.) 

Coefficient 
Area 

(mm2) 
Pu (N) 

V 
(MPa) 

Height Width 

7 322 294 0.91 39,896 43,198 1.08 

8 320 295 0.92 39,824 43,296 1.09 

9 320 295 0.92 39,824 47,611 1.19 

10 321 295 0.92 39,891 44,443 1.11 

11 319 295 0.92 39,756 47,111 1.18 

12 320 295 0.92 39,824 41,963 1.05 

Average 1.12 

 
     Figure 7 shows a typical failure of conventional masonry assemblage on the 
left and assemblage with HPM on the right. 
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Figure 7: Failure of masonry assemblages, conventional mortar on the left,  
HPM used on the right. 

     As it can be seen from the pictures of the masonry sections tested, specimens 
were painted to obtain during testing correlated digital images with the software 
Vic-2D  [5], images were valuable in helping to register a history of 
deformations and mode of failure. This technique was used also in calculating 
the modulus of elasticity and the modulus of rigidity of the masonry. 

4 Discussion 

Results obtained when comparing the performance of conventional mortar 
against the high performance mortar, as well as comparing their participation in 
masonry evaluation can be summarized in table 13. 

Table 13:  Summary of findings. 

Material Characteristic Improvement with HPM 

M
or

ta
r Compressive Strength 62.5 % 

Flexural Strength 26.9 % 

M
as

on
ry

 

Compressive Strength 34.7 % 

Modulus of elasticity 7.80 % 

Shear Strength 12.5 % 

Modulus of Rigidity 78.6 % 
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     As it can be seen from table 13, HPM contributes to develop superior 
mechanical properties as compared to conventional mortar, in this case a typical 
mortar suggested by a norm that applies to masonry constructions in Mexico 
City. However because HPM includes a superplasticizer caution in handling this 
mortar should be encouraged since this mortar tends to flow more in time, 
therefore timing in building the masonry is important. 
     What can we expect from seismic demand on masonry made with HPM? 
Initially and as a result of static testing on the small masonry sections, it was 
observed that most of the masonry sections made with conventional mortar tend 
to show an explosive mode of failure, while HPM masonries tend to show an 
implosive mode of failure. This suggests that adding fibers helped to hold longer 
before failing. 
     In order to check theoretically about the differences in behavior considering 
both the HPM masonry and conventional masonry, a three story building was 
subjected to seismic forces. A basic architectural design for masonry walls with 
hollow bricks and monolithic slabs on top of them was considered, and then a 
simplified seismic analysis was carried out for each case as per the 
Complementary Technical Norms for Design under seism in Mexico City 
(CTNM). From the results shown in Table 14, it can be concluded  that resistant 
forces on directions x and y are better than acting forces due to seism only if 
HPM is used on the masonry walls of the first floor. 
 
 

Table 14:  Acting and resistant forces for a first floor of a small building. 

Direction 
Acting force 

Due to seism, kN 

Resistant force 

Conventional 
mortar, kN 

Resistant force 

HPM, kN 

X 447.18 431.88 469.54 

Y 437.37 457.18 508.82 

 
     As far as cost is concern, a straightforward analysis considering basic and non 
specialized labour yielded an 11% higher cost for masonry walls using HPM, 
however the benefits are still to be accounted for when using this alternative in 
construction. 

5 Conclusion 

Building houses and small buildings with brick masonries is and will be a very 
common way of construction in Mexico City and many other cities elsewhere, 
and it is believed that using HPM in this kind of construction may help to reduce 
the damages that people may suffer when earthquakes strike in seismic areas.  
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Abstract 

The purpose of this work is to improve the efficiency of large scale axial flow 
fans through the introduction of a more uniform velocity distribution over the fan 
blades. This improved velocity distribution being realized through the use of an 
aerodynamically optimized inlet cone. The procedure for optimizing the inlet 
cone uses existing aerodynamic optimization methods programmed into a 
completely self contained FORTRAN program. The type of optimization 
algorithm used here is the use of design optimization to solve an inverse design 
problem. The different modules of the program include a surface vorticity panel 
method flow solver, a Bezier curve surface definition routine and a minimization 
method. Three different minimization methods were tested to determine the most 
appropriate one, this being the downhill simplex method in multidimensions. 
Many different sized fans and inlet cones were tested, with two different types of 
optimized inlet cones being discovered. Short inlet cones typically make use of a 
very blunt inlet cone with a slight hump or rise above the hub radius. Longer 
inlet cones make use of a more curved inlet cone with no hump. It was also 
found from this work that the relatively simple methods used can provide an 
adequate modeling of the problem and a reasonable solution. 
Keywords: axial flow fans, aerodynamic shape optimization, inverse design. 
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1 Introduction 

The main objective for this work is to increase the efficiency of industrial and 
commercial fans and turbines by introducing a more uniform flow at the inlet 
plane to the blading than normally exists. An example of an axial flow fan and 
its components is shown in Figure 1 below.  
 

Inlet Cone

Blades

Straightener

Electric Motor

Flow
Direction

 

Figure 1: An example of an axial flow fan. 

     One of the more useful methods is the use of design optimization to solve an 
inverse design problem. This method makes use of a prescribed final condition 
such as an optimal velocity distribution or pressure distribution and uses one of 
the many minimization or maximization methods to search for the proper 
geometry to provide the desired distribution. 

1.1 The flow optimization process 

Three main program modules are required for an aerodynamic shape 
optimization program. The modules are: the flow solver, shape definition and 
minimization algorithms. A full discussion of the program details and issues that 
form its development are given in Bender [1]. 
     The flow solver used in this research was an inviscid potential flow model, a 
surface vorticity model based on Martensen method, to model the flow in the 
duct and around the inlet cone. The problem is axisymmetric, as all objects 
involved will be either bodies of revolution, ducts or annuli. The equations used 
to model axisymmetric flow are different from the standard 2-dimensional 
equations. This work is based on the work of Lewis [2] who provides a 
derivation and explanation of the necessary equations and programming issues 
that arise. 
     The shape of the inlet cone was parameterized using Bezier curves which are 
specified by a set of control points that “steer” the curve towards them. The 
curve only passes through the two end points, however it does remain in the 
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convex hull (the polygon defined by the control points) of the control points. The 
function of each control point is to bend the curve towards it as the curve gets 
near. The use and theory of Bezier curves is thoroughly discussed in Newman 
and Sproull [3] and Paulidis [4] and will not be elaborated on here. 
     Three separate minimization techniques were used to solve the current 
problem: successive iteration of Brent’s method in one-dimension, the downhill 
simplex method in multidimensions and simulated annealing. The first two 
methods are known as “hill climbing” techniques. That is, they simply follow the 
local landscape until they reach a minimum. Simulated annealing is a more 
complicated method that searches the solution domain for the global minimum. 
     One-dimensional minimization, in particular Brent’s method, is very well 
understood and the theory can be found in most introductory numerical analysis 
text books such as Press et al. [5]. Brent’s method is one of the simplest types of 
minimization methods, a “hill climbing” technique. One of the drawbacks of 
Brent’s method is that the algorithm must have a minimum bracketed before it is 
started. This can be accomplished through the use of a bracketing routine such as 
the one found in Press et al. [5] and used in this project. Brent’s method can be 
used to solve a multidimensional minimization problem through the use of 
successive iterations. Each design variable is in turn used as the variable in the 
function to be minimized while all other design variables are held constant.  
      The downhill simplex method in multidimensions was introduced by Nelder 
and Mead [6]. The algorithm is set up to locate a minimum of a function of more 
than one independent variable. This method is still a “hill climbing” method and 
therefore does not guarantee that a global minimum will be found. The downhill 
simplex method makes use of a simplex to find its way “downhill” to a 
minimum. A simplex in N dimensions consists of N+1 points or vertices and the 
lines that connect these vertices. For example, in two dimensions (two 
independent variables) the simplex is a triangle. Once the initial simplex is 
defined the algorithm continuously modifies it in such a way as to allow it to 
“crawl” downhill to a minimum where the program is terminated. The simplex is 
moved downhill through the use of three basic steps:  reflection, expansion and 
contraction of the simplex. The most common step is the reflection, where the 
“highest point” is moved through the opposite face of the simplex to a lower 
point.  The simplex is also allowed to expand in one direction to allow it to move 
more quickly down a valley floor. The simplex can also contract itself around 
one point or a minimum. 
     Simulated annealing is a technique that uses an analogy with thermodynamics 
to solve minimization problems. Simulated annealing has the attractive feature 
that it can search out a global minimum even when it is located amongst many 
local minimums. The thermodynamic analogy uses the way in which a metal 
cools and anneals to its lowest energy level. There are four basic elements that 
must be present for the algorithm to work: an objective function E (analogous to 
energy) that is to be minimized, a control parameter T (analogous to 
temperature), an annealing schedule for the reduction of T and a random number 
generator to provide a random search of the design space. There are several 
different variations of simulated annealing in the literature, but the variation 
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chosen was found in Press et al. [5] and works as follows. The system state is 
described by a simplex of N+1 points as in the downhill simplex method in 
multidimensions, and the simplex moves are the same as those described 
previously. At any temperature T the simplex scales itself to the approximate 
size of the region that can be searched at that temperature. The region is then 
randomly searched.  The routine will always accept a downhill step but will also 
sometimes accept an uphill step. This is known as the Metropolis procedure and 
is what allows the algorithm to escape from a local minimum in favour of a 
global minimum. Therefore, if the temperature is reduced sufficiently slowly it is 
likely that the simplex will shrink into the global minimum. 
     Several different objective functions were considered for use in the program. 
For the sake of simplicity the following function was chosen: 
 

 max

min

( ) 1
U

F x
U

    

 

Umax and Umin are the maximum and minimum velocities on the blade inlet 
velocity distribution. It is easily shown that as the velocity distribution 
approaches uniformity this function will approach zero, and the more uniform 
the velocity distribution the lower the objective function value will be. 

2 Problem definition 

The tests used to compare the three different minimization methods were done 
using a single hub-to-tip ratio, h/RT =0.25, fan, with non-dimensional hub 
lengths, L/RT, of: 0.125, 0.25, 0.50 0.75, and 1.0. 
     Tests were undertaken to determine the effect of hub-to-tip ratio on the 
solution.  
     In order to determine the effect of the hub-to-tip ratio a number of tests were 
run using three different h/RT: 0.25, 0.5, and 0.75. For each hub-to-tip ratio five 
different inlet cone lengths were tested. These lengths were the same as used for 
the tests on the minimization methods 

Table 1:  Number of function calls required for stopping criteria of 0.001. 

Method 0.25 L/RT 0.50 L/RT 1.0 L/RT 1.5 L/RT 2.0 L/RT 
Original 1-D 147 153 146 288 147 

Multi - D 43 33 97 91 160 
Simulated 
Annealing 

100 118 151 211 212 

3 Results 

The tests on the minimization methods were done with a very fine stopping 
condition of 0.001. This value corresponds to the smallest change in the 
objective function that will not terminate the optimization process. Table 1 gives 
the number of flow solver function calls required by each method. 
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     The most important result that can be determined is that the downhill simplex 
method in multidimensions is significantly better than the other two methods.  
Therefore the downhill simplex method is considered to be the most efficient 
minimization method for this problem. 
     The objective function value was observed to be significantly higher for large 
hub-to-tip ratio fans with short inlet cone lengths. The general trend for inlet 
cone length is that as the cone length is increased the objective function is 
decreased. These two results were expected from performance data on industrial 
fans. As the h/RT is increased the efficiency of the fan unit generally decreases.  
Due to the fact that some fan manufacturers use an arbitrarily shaped inlet cone 
with a length of 0.125 RT or less there is no efficiency data for different inlet 
cone lengths. However, it is an intuitive assumption that the value of the 
objective function used would decrease with increasing inlet cone length. 
     The most surprising observation was that the 0.75 h/RT fan actually provided 
a lower objective function than the other two for an inlet cone length of 0.25 RT. 
Also, for an inlet cone length of 0.50 RT or longer there is almost no difference in 
final objective function value among the three different hub-to-tip ratios. This 
would suggest that there is an optimum inlet cone length for each h/ RT. This 
optimum inlet cone length would then correspond to a point of diminishing 
returns where any subsequent increase in inlet cone length would not 
significantly decrease the final objective function value or increase the efficiency 
of the fan. 
     Figure 2 gives the final designs and streamlines for the 0.25 h/RT fans, Figure 
3 gives the final designs and streamlines for the 0.5 h/RT fans, and Figure 4 gives 
the final designs and streamlines of the 0.75 h/RT fans. There are two different 
classes of final shapes; the first type of shape has a distinctive hump or rise near 
the front of the inlet cone, while the second type is just a slight variation of the 
initial parabolic shape. 
     These figures provide examples of the first type of inlet cone shape with a 
distinctive hump.  This type of inlet cone is characterized by a very blunt face 
with a distinctive hump that rises above the hub radius. This class of inlet cone 
shape was found mainly on the shorter inlet cones. Typically, inlet cone lengths 
of less than 0.75 L/RT demonstrated this type of shape. The one exception to this 
is the inlet cone for the 0.75 h/RT fan with an inlet cone length of 0.125 RT. It is 
unknown why this case demonstrates the second class of inlet cone shape. 
     The second class of inlet cone shape is classified by a very smooth curved 
inlet cone with a relatively large radius of curvature and by the lack of a blunt 
face and hump. This parabolic shape was originally expected for all inlet cone 
lengths.  However, this type of shape was typically found on inlet cones of 
length 0.75 RT and longer. The above mentioned exception is for a 0.75 h/RT with 
a 0.125 RT inlet cone length. This case however provides significantly poorer 
performance than all other tests. 
     It should be noted that there does seem to be a natural transition from a very 
sharp hump shape to the curved parabolic shaped inlet cone. This is generally 
affected by inlet cone length. The hub-to-tip ratio seems to have little effect on 
the type of shape found except for the single exception at 0.75 h/RT. 
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Figure 2: The effect of hub length for a h/t=0.25 on hub shape and 
streamlines. 
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Figure 3: The effect of hub length for a h/t=0.5 on hub shape and 
streamlines. 
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Figure 4: The effect of hub length for a h/t=0.75 on hub shape and 
streamlines. 
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4 Conclusions and recommendations 

The most obvious conclusion is that the use of Bezier curves to model the 
surface provides an exceptional design tool. Not only is the surface controlled by 
only a few control points that can be used as design variables but the generated 
surface is guaranteed to be smooth and not oscillate away from the defining 
points. 
     In comparison to the other minimization methods tested, the downhill simplex 
method in multidimensions is far superior in terms of efficiency. There is still a 
small concern regarding the minimization to a local minimum instead of a global 
minimum. However, due to the geometrical constraints placed on the design 
variables and the extensive testing with this problem it is reasonable to assume 
that the downhill simplex method is locating the global minimum. The very 
simple objective function used in this problem was developed to force the 
velocity distribution towards a uniform profile. Subsequent testing proved the 
objective function to be highly successful in this capacity. 
     The main question regarding the optimization program is whether or not the 
surface vorticity panel method is adequate or not. From the numerous tests done 
using this method the panel method is shown to produce reasonable qualitative 
results for problems that do not exhibit extreme geometries such as regions of 
obvious separation and discontinuous surfaces. 
     Two main types of inlet cones were found using the optimization code. Fans 
with short inlet cones, less than 0.75 h/RT, typically displayed the first type. Fans 
with longer inlet cones generally made use of the second type of inlet cone.  The 
first type of inlet cone has a characteristic hump near the front of the inlet cone 
and a very blunt face. The second type of inlet cone is generally a parabolic 
shaped inlet cone. There does seem to be a natural transition between the two 
types as the inlet cone length is increased. 
     Two important conclusions can be made regarding the effects of cone length 
and hub-to-tip ratio on the velocity distribution. First, the length of the inlet cone 
has a significant effect on the velocity distribution for inlet cones shorter than 
0.75 h/RT m for the test case. For lengths greater than this the effect is limited 
and therefore there is no reason to attempt to improve the efficiency by 
drastically increasing the length of the inlet cone. 
     There are many possibilities for further work involving improvements to the 
program and further testing and verification of the program. The main areas that 
could possibly be improved upon are the flow solver and the minimization 
method. 
     One of the most important improvements that could be made to this program 
is the addition of a boundary layer solver. This would provide a more realistic 
approximation to the flow and the necessary corrections for the case of separated 
flow. While the inclusion of a boundary layer solver would increase the accuracy 
of the flow solver, and hence the final solution, it would significantly increase 
the complexity of the computer code and the computational effort required to 
produce a solution. 
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     One important step in the development of this program remains to be done, 
experimental verification. The results from this program should be tested 
experimentally before the program is used for practical applications in order to 
increase the confidence in the final solution. 
     One final improvement that may be of practical interest is the addition of an 
efficiency calculation before and after the optimization is performed. This would 
provide an estimate for the overall improvement in the total fan efficiency. This 
improvement, while being of practical interest would require substantial 
development work due to the need to model the three-dimensional effects of the 
fan blades. 
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Abstract

On a regular basis, engineering analysis requires stating and solving systems of
partial differential equations (PDEs). The most powerful and widely extended
techniques for solving PDEs are the so-called Weighted Residuals Methods. To
this group belong, among others, the Finite Element Method (FEM), the Boundary
Element Method (BEM), the Finite Volume Method (FVM) and the Mesh-Free
Method (MFM), as well as the many different formulations included in each of
these categories. The new Isogeometric Analysis (IGA) methods were proposed by
Hughes et al. in 2005, and it is our belief that they really deserve special attention.
The key idea of IGA is to use a previously generated CAD model for discretizing
both the geometry and the solution to the problem being analyzed. In return for
some minor drawbacks, IGA offers a number of major advantages that make the
technique specially attractive and promising in comparison with standard FEM,
BEM, FVM and MFM formulations.

In this presentation we will state a general formulation for the sensitivity
analysis of Weighted Residual Methods, both for linear and non-linear problems
with constant or varying geometry. The effects due to variation of geometry are
addressed by defining a generic procedure for integration in manifolds on the
basis of the metric tensor concept. The proposed approach leads to compact
and relatively simple expressions to obtain directional derivatives of arbitrarily
high order. The resulting scheme can be easily applied to IGA formulations,
its implementation being quite a straightforward task. Finally, one application
example is presented.
Keywords: IGA, isogeometric analysis, high order shape sensitivity analysis.
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1 Introduction

As a general rule, engineers are required to state and manipulate quite complicated
computational models in order to make proper decisions regarding the design and
the operation of structures, devices or systems of any kind.

We can think of the actual computational model being used for analyzing a
certain case as a black box (that will be called analysis module from here on) type

−→αααααααααααααα ANALYSIS MODULE −→ωωωωωωωωωωωωωω (1)

where αααααααααααααα represents the set of input data that are provided by the user, and
ωωωωωωωωωωωωωω represents the corresponding set of output results that are provided by the
computational model for each given case. We will say that a direct problem is
being solved when the value of the outputs ωωωωωωωωωωωωωω are to be obtained for given values
of the inputs αααααααααααααα. This is what the analysis module is originally made for, and this
might be all what was needed in certain real cases. But not always, indeed.

If we were dealing with a so-called calibration problem, our aim would be to set
up the values of some (or all) of the adjustable parameters αααααααααααααα for the results ωωωωωωωωωωωωωω to
reach a desired target value. On the other hand, if we were dealing with a so-called
parameter estimation problem (also called inverse problem, as opposed to the
concept of direct problem), our aim would be to find out the values of some (or all)
of the hidden parameters αααααααααααααα for the computed outputs ωωωωωωωωωωωωωω to fit some real measures
(taken from the real structure, device or system under consideration). Finally, if
we were dealing with a so-called optimum design problem, our aim would be to
choose the optimum values of some (or all) of the inputs αααααααααααααα for the results ωωωωωωωωωωωωωω to
minimize a suitable objective function with some additional constraints.

The solution to a problem in any of the above mentioned categories (calibration,
parameter estimation and optimum design) could be tackled by trial and error or
by means of some heuristics. If we proceed in this way, the analysis module will
be simply used (as a black box) for solving a sequence of direct problems. This is
what we call a zeroth-order approach. Zeroth-order approaches are conceptually
simple and easy to implement. But the price to pay for these advantages is a very
poor rate of convergence (kind of 1st-order). For this reason, an extremely large
(if not completely out of range) number of iterations is expected as a general rule.
This effect strongly limits the accuracy and the efficiency of zeroth-order methods
for solving many real problems, what precludes their use in a number of cases.
Other more sophisticated (but still zeroth-order) techniques of this type would be
the bisection method (in the case of one-dimensional calibration problems) and the
golden search method (in the case of one-dimensional optimum design problems.

The above discussion makes clear why higher order approaches (type Newton-
Raphson, with a better rate of convergence) are called for solving calibration,
parameter estimation and optimum design problems. But the price to pay for a
higher rate of convergence (2nd-order) is the need for computing the derivatives of
the outputs ωωωωωωωωωωωωωω with respect to the inputs αααααααααααααα, what is called the sensitivity analysis.
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2 Sensitivity analysis

For a given analysis module (1), our aim is to compute the derivatives

dωωωωωωωωωωωωωω

dαααααααααααααα
,
d2ωωωωωωωωωωωωωω

dαααααααααααααα2
, . . .

diωωωωωωωωωωωωωω

dααααααααααααααi
, . . .

dnωωωωωωωωωωωωωω

dααααααααααααααn
, (2)

up to a certain order n. In real engineering problems both the number of inputs
dim(αααααααααααααα) and the number of outputs dim(ωωωωωωωωωωωωωω) are expected do be quite large. On the
other hand, the number of derivatives (2) increases exponentially with the order
of derivation n. Thus, both the computational cost and the amount of memory
storage needed for performing a complete nth order sensitivity analysis must be
considered unaffordable in most real cases.

However, not all derivatives (2) will be needed as a general rule, since part of
the inputs αααααααααααααα are expected to be constant and part of the outputs ωωωωωωωωωωωωωω are expected
to be irrelevant for the particular case being considered. On the other hand, the
derivatives of a function and the function itself belong to a different class (both
from the mathematical and from the computer science point of view). Thus, the ith
order derivative of ωωωωωωωωωωωωωω with respect to αααααααααααααα in (2) is a multidimensional array with i+1
indices. This effect poses additional difficulties at the time of implementing the
sensitivity analysis in a computer code. We conclude that the sensitivity analysis
procedure will be more suitable for each particular case if it allows to select which
derivatives are to be computed. Moreover, the implementation of the procedure
will be definitely easier if the results ωωωωωωωωωωωωωω and the selected derivatives to be computed
are unidimensional arrays of the same size.

The answer for achieving both objectives lies with directional derivatives. For a
known value of the first order directional derivative of the inputs αααααααααααααα along a certain
vector ssssssssssssss, the first order directional derivative of the outputsωωωωωωωωωωωωωω along the same vector
is given by

Ds ωωωωωωωωωωωωωω =
[
∂ωωωωωωωωωωωωωω

∂αααααααααααααα

]
Ds αααααααααααααα. (3)

The concept can be extended for higher order derivatives. Thus, the nth order
directional derivative of the outputs ωωωωωωωωωωωωωω along vectors {ssssssssssssss1, ssssssssssssss2, . . . , ssssssssssssssn} is given by

Dn
s1,s2,...,sn

ωωωωωωωωωωωωωω = Dsn (. . . Ds2 (Ds1 ωωωωωωωωωωωωωω)) . (4)

Now it seems clear that the information provided by the high order sensitivity
analysis allows for computing approximations to the outputs ωωωωωωωωωωωωωω without the need
to repeat the analysis when the inputs αααααααααααααα are modified. Thus, if the inputs αααααααααααααα are
modified as

α̃(θ) = αααααααααααααα+
n∑

k=1

1
k!

(
Dk

sk αααααααααααααα
)
θk + O(θn+1), (5)

in terms of a parameter θ, then the corresponding outputs ωωωωωωωωωωωωωω take the values

ω̃(θ) = ωωωωωωωωωωωωωω +
n∑

k=1

1
k!

(
Dk

sk ωωωωωωωωωωωωωω
)
θk + O(θn+1). (6)
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This is what Lucien Schmidt [1] called “Structural Synthesis Concept” in his
pioneering works on structural optimization. And this is the essential point for
understanding why sensitivity analysis plays a key role for solving calibration,
parameter estimation and optimum design problems in engineering (as well as
control problems, that are basically time-dependent problems of any of the former
three categories).

Finally, it seems also clear that numerical differentiation should be avoided
for at least two reasons: the lack of accuracy and the high computational cost.
To illustrate this point, let’s suppose that the following procedure is used for
approximating the first order derivative of a scalar function of one variable f(x):

f ′(x) =
f(x+ h) − f(x)

h
+ O(h). (7)

It is obvious that the correct balance between round-off and truncation errors is
difficult to achieve in practice, since it depends on the value of the increment
h. On the other hand, for computing the single derivative f ′(x) by means of
approximation (5) the original function must be evaluated twice. These effects
are more noticeable indeed in the case of multiple variables.

3 Linear and non-linear analysis

For the sake of simplicity, we can think of the analysis module (1) as a computer
implementation of a numerical method that states and solves the so-called state
equation

ψψψψψψψψψψψψψψ (αααααααααααααα,ωωωωωωωωωωωωωω) = 00000000000000. (8)

However, the forthcoming concepts can be also quite easily extended to time-
dependent and eigenvalue problems.

If the state function ψψψψψψψψψψψψψψ(αααααααααααααα,ωωωωωωωωωωωωωω) is linear

ψψψψψψψψψψψψψψ(αααααααααααααα,ωωωωωωωωωωωωωω) = KKKKKKKKKKKKKK(αααααααααααααα) ωωωωωωωωωωωωωω − bbbbbbbbbbbbbb(αααααααααααααα) = 00000000000000, (9)

then the analysis module is prepared for solving linear systems type

KKKKKKKKKKKKKK(αααααααααααααα) ωωωωωωωωωωωωωω = bbbbbbbbbbbbbb(αααααααααααααα) (10)

by means of a direct solver (very likely a sparse matrix factorization solver type
Cholesky or Crout) or an iterative solver (type PCG o GMRES).

On the other hand, if the state functionψψψψψψψψψψψψψψ(αααααααααααααα,ωωωωωωωωωωωωωω) is non-linear the analysis module
is prepared for performing iterations until convergence type Newton-Raphson’s
method
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{
solve KKKKKKKKKKKKKK(αααααααααααααα,ωωωωωωωωωωωωωωκ) ∆ωωωωωωωωωωωωωωκ = bbbbbbbbbbbbbb(αααααααααααααα,ωωωωωωωωωωωωωωκ),

update ωωωωωωωωωωωωωωκ+1 = ωωωωωωωωωωωωωωκ + ∆ωωωωωωωωωωωωωωκ,
(11)

where 

KKKKKKKKKKKKKK(αααααααααααααα,ωωωωωωωωωωωωωω) =

[
∂ψψψψψψψψψψψψψψ

∂ωωωωωωωωωωωωωω

]
,

bbbbbbbbbbbbbb(αααααααααααααα,ωωωωωωωωωωωωωω) = −ψψψψψψψψψψψψψψ(αααααααααααααα,ωωωωωωωωωωωωωω).
(12)

Therefore, each non linear step (iteration) is roughly equivalent to a full linear
analysis.

4 Sensitivity analysis master techniques

Direct differentiation of the state equation (8) yields the linear system

[
∂ψψψψψψψψψψψψψψ

∂ωωωωωωωωωωωωωω

]
Ds ωωωωωωωωωωωωωω = −

(
∂ψψψψψψψψψψψψψψ

∂αααααααααααααα
Ds αααααααααααααα

)
. (13)

If the state function ψψψψψψψψψψψψψψ(αααααααααααααα,ωωωωωωωωωωωωωω) is linear as in (9) then

[
∂ψψψψψψψψψψψψψψ

∂ωωωωωωωωωωωωωω

]
= KKKKKKKKKKKKKK(αααααααααααααα),

∂ψψψψψψψψψψψψψψ

∂αααααααααααααα
Ds αααααααααααααα = Ds bbbbbbbbbbbbbb− (Ds KKKKKKKKKKKKKK) ωωωωωωωωωωωωωω. (14)

Hence, the sensitivity analysis consists in solving the linear system

KKKKKKKKKKKKKK(αααααααααααααα) Ds ωωωωωωωωωωωωωω = Ds bbbbbbbbbbbbbb− (Ds KKKKKKKKKKKKKK) ωωωωωωωωωωωωωω (15)

which coefficient matrix is the same as in (10). Therefore, if the analysis module
is based on a direct solver, the computing overload associated to the sensitivity
analysis is expected to be small in comparison with the analysis itself (about the
cost of calling for one additional load case).

On the other hand, if the state function ψψψψψψψψψψψψψψ(αααααααααααααα,ωωωωωωωωωωωωωω) is non-linear, we notice that
(13) is still a linear system with the same coefficients matrix that was used in the
last iteration of Newton-Raphson’s method (11). Therefore, if the analysis module
is based on a direct solver, the computing overload associated to the sensitivity
analysis is expected to be also small in comparison with the analysis itself (about
the cost of performing one more Newton-Raphson iteration in the analysis).

The first order sensitivity analysis procedure above explained is known as the
Direct Differentiation Method. Depending on other considerations (see [1, 2] for
more details), the operations involved can be conveniently rearranged. This leads
to the so-called Adjoint State Method [3, 4].

Finally, deriving a high order sensitivity analysis procedure by means of the
same principles above outlined is just a matter of algebra. Thus, if the state function
ψψψψψψψψψψψψψψ(αααααααααααααα,ωωωωωωωωωωωωωω) is linear as in (9) recursive differentiation of the state equation (8) yields
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linear systems type

KKKKKKKKKKKKKK(αααααααααααααα) Dn
sn ωωωωωωωωωωωωωω = Dn

sn bbbbbbbbbbbbbb− (Dn
sn KKKKKKKKKKKKKK) ωωωωωωωωωωωωωω −

n−1∑
i=1

(
n

i

) (
Di

si KKKKKKKKKKKKKK
)
Dn−i

sn−i ωωωωωωωωωωωωωω. (16)

A similar (but more cumbersome) expression can be derived for the non-linear
case. One again, we notice that the coefficient matrix is the same as in (10) and in
(15). Therefore, if the analysis module is based on a direct solver, the computing
overload associated to the high order sensitivity analysis is still expected to be
small in comparison with the analysis itself.

We conclude that in practice it will be realistic to ask for the first directional
derivative (or the full gradient, if necessary) of the outputs ωωωωωωωωωωωωωω. And it will also be
realistic to ask for their second (or higher) order directional derivative. But it will
not be realistic, as a general rule, to call for the full hessian (or higher order full set
of derivatives) of the outputs ωωωωωωωωωωωωωω due to the large number of items to be computed
and to the associated amount of memory storage that would be required.

5 Isogeometric analysis (IGA)

Very likely, the Analysis Module (1) will consist on a FEM, BEM, FVM, MFM or
IGA code. Hence, we are talking about a quite sophisticated intensive CPU time
consuming tool.

All these formulations belong to the group of the so-called Weighted Residuals
Methods. Describing and enumerating the similarities and the differences between
all of them is far beyond the scope of this paper. But, as far as we are concerned
in this section, the aim of the Weighted Residual Methods is to obtain an
approximate numerical solution for a given partial differential equation in a given
domain. For achieving this objective, the weighted residuals principle (and other
techniques, such as the Divergence Theorem) are used to convert the original
partial differential equation into a suitable variational weak form. Then, the
solution to the problem is discretized in order to convert the above mentioned
variational weak form into an algebraic system of linear or non-linear equations
type (8). Finally, the geometry of the domain is discretized in order to compute
the integral terms that are introduced by the weighted residuals principle. Quite
frequently both, the solution to the problem and the geometry of the domain,
are discretized by means of the same interpolation techniques (isoparametric
interpolation), what contributes some computational advantages.

FEM, BEM, FVM and MFM formulations are based on classic interpolation
techniques (type Lagrangian interpolation, least squares, etc.). On the contrary,
IGA formulations are based on the much more powerful and versatile CAD
interpolation techniques, namely B-Splines, NURBS and (more recently) T-
Splines. The IGA concept was first introduced in 2005 by Hughes et al. [5]. The
original aim of IGA was to avoid the need for producing the coarse and non smooth
FEM type discretizations that were needed for the analysis, while the much more
sophisticated and smooth discretizations that were generated by CAD systems
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had to be systematically discarded. The key idea is quite simple: just import the
discretization generated by the CAD system into the analysis module, and use it
for discretizing both, the geometry and the solution to the problem.

B-Splines, NURBS and T-Splines belong to the same family of interpolation
methods. Again, describing and enumerating the similarities and the differences
between all of them is far beyond the scope of this paper. Essentially NURBS
are B-Splines in homogeneous coordinates [6]. Although this slight difference
gratefully improves the power of the interpolation technique, the underlying
concepts are essentially identical. On the other hand, the aim of the T-
Splines formulation is to provide local h-refinement in bi-dimensional and
three-dimensional discretizations. The T-Spline formulation is more complicated
(and also more versatile and powerful) than the B-Spline formulations, but the
underlying concepts regarding IGA are basically the same. For these reasons we
will focus on B-Splines.

Let the definition domain of a certain problem be a curve embedded in the three-
dimensional material space. The IGA B-Spline one-dimensional interpolation for
this case can be written as



rrrrrrrrrrrrrrh(ξ) =
n∑

i=1

Ni,p(ξ) rrrrrrrrrrrrrri,

uh(ξ) =
n∑

i=1

Ni,p(ξ) ui,

ξ ∈ [0, 1]. (17)

For each value of the so-called reference coordinate ξ, the above expressions
give the interpolated position of each point rrrrrrrrrrrrrrh(ξ) within the domain and the
interpolated value of the solution uh(ξ) to the problem at that point. The so-called
control points {rrrrrrrrrrrrrri}i=1,...,n will be provided by the CAD system and define the
geometry of the domain (the curve itself) of the problem being solved. On the
other hand, the unknowns {ui}i=1,...,n must be computed by the analysis module
in order to approximate the solution to the problem.

The base of shape functions Ni,p(ξ) in the above expression are given by the
Cox-De Boor recursion formula [7]


Ni,q(ξ) =




1 if ξ ≤ ξi+1,

0 otherwise,




q = 0,

i = 1, . . . , n+ (p − q).

Ni,q(ξ) =
(

ξ − ξi
ξi+q − ξi

)
Ni,q−1(ξ)

+
(

ξi+q+1 − ξ

ξi+q+1 − ξi+1

)
Ni+1,q−1(ξ),




q = 1, . . . , p,

i = 1, . . . , n+ (p − q).

(18)

The above computations are normally implemented by means of the Piegl and
Tiller Algorithms [8], that are considered as the best numerically stable and fully
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optimized routines to perform the Cox-De Boor recursion. Functions Ni,p(ξ)
generated by this procedure are piecewise polynomials in terms of the variable
ξ. We also notice that for ξ1 ≤ ξ ≤ ξn+p+1, the following assertions hold [7]:




n∑
i=1

Ni,p(ξ) = 1 (partition of unity),

Ni,p(ξ) ≥ 0,

Ni,p(ξ) ∈ Cp−1 (if knots are not repeated),

Ni,p(ξ) �= 0 in (p + 1) knot spans at most.

(19)

The partition of unity assertion in (19) guarantees that the IGA approximation type
(17) for uh(ξ) is able to represent (exactly) a constant function (what happens
when ui takes the same value for all i). This is an essential requirement for an
interpolation technique to be acceptable in computational mechanics as a general
rule. On the other hand, the last assertion in (19) is quite surprising, but also
important and beneficial, since it guarantees that the bandwidth of the final system
type (8) will not be too large.

The degree and the continuity of the piecewise polynomials Ni,p(ξ) are
controlled by the so called knot vector [7]

Ξ = [ξ1, . . . , ξi, ξi+1, . . . , ξn+p+1] ,

with ξj ∈ IR ∀j, and ξi ≤ ξi+1 for 1 ≤ i ≤ n+ p.
(20)

where the ξj are called knots, [ξi, ξi+1] is a so-called knot span, n is the number
of basis functions and p is the polynomial order. We notice that knots must
form a non decreasing sequence, although multiplicity is allowed (and has some
important effects). As a general rule, the thus defined IGA approximation (17) is
not guaranteed to be “interpolatory” in the strict sense, since it is possible that
rrrrrrrrrrrrrrh(ξ) and uh(ξ) will not match the values of rrrrrrrrrrrrrri and ui (respectively) for any value
of the reference coordinate ξ. However, if a knot is repeated, the approximation
looses one order of continuity for each repetition of the knot at the corresponding
value of ξ . Therefore, the approximation becomes discontinuous if the knot is
repeated exactly p+ 1 times. Furthermore, it becomes interpolatory if the knot is
repeated exactly p times. In many practical applications the knot vector is said to
be open and uniform. This means that ξ1 = ξ2 = . . . = ξp+1 = 0, ξn+1 = ξn+2 =
. . . = ξn+p+1 = 1 and knots {ξp+1, . . . , ξn+1} are uniformly distributed in the
interval [0, 1]. The thus defined IGA approximation is interpolatory only at the first
and at the last control point [7].

Another important issue in favor of IGA is the fact that the so-called Oslo Knot
Insertion procedure [7] allows for creating new knots while the domain geometry
remains unchanged. Therefore, the functional interpolation can be improved as
much as desired without affecting the geometry of the problem. This makes h-
refinement a trivial automatic task that can be done on the fly by the analysis code,
without the need for a mesh refinement preprocessor. However, knot insertion
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in bi-dimensional and three-dimensional problems makes h-refinement non-local
(and this is one of the reasons why there is so much interest and research on T-
Splines at present)

Finally, bi-dimensional and three-dimensional B-Spline interpolations can be
easily generated by means of a tensor product of several one-dimensional B-Spline
interpolations type (17), thus giving [7]


rrrrrrrrrrrrrrh(ξ, η, χ) =
n∑

i=1

m∑
j=1

�∑
k=1

N ξ
i,pξ

(ξ) Nη
j,pη

(η) Nχ
k,pχ

(χ) rrrrrrrrrrrrrri,j,k,

uh(ξ, η, χ) =
n∑

i=1

m∑
j=1

�∑
k=1

N ξ
i,pξ

(ξ) Nη
j,pη

(η) Nχ
k,pχ

(χ) ui,j,k

(ξ, η, χ) ∈ [0, 1]3.

(21)
IGA can be quite easily implemented within an existing FEM code. The rules

to do so are quite simple:
1. ELEMENTS are substituted by KNOT SPANS.
2. NODES are substituted by CONTROL POINTS.
3. SHAPE FUNCTIONS are substituted by the PIEGL AND TILLER

ALGORITHMS.
4. The rest remain unchanged (same weak form, same general organization of

the code, same integration formulas, etc.).
It is true that IGA has some drawbacks in comparison with FEM, BEM, FVM,

MFM formulations since unknowns no longer represent nodal values, essential
boundary conditions may become non-trivial and geometric modelling is much
less intuitive. But IGA also offers a number of major advantages, namely: CAD
models are expected to be analyzed without the need for mesh generation (although
this has not been fully accomplished because CAD systems are designed to model
surfaces mainly, instead of solids); mesh refinement becomes (almost) trivial, and
geometry is not modified in the process; continuity can be arbitrarily raised without
heavy tolls to pay for in return; the capacity of the formulation for approximating
complex behaviors is dramatically increased; and higher order problems can be
addressed (such as Phase-Field models type Cahn-Hilliard and Navier-Stokes-
Korteweg equations, and many others).

6 Sensitivity analysis specifics for IGA

In Weighted Residuals based formulations (such as IGA) state equation (8) takes
the general form

ψψψψψψψψψψψψψψ(αααααααααααααα,ωωωωωωωωωωωωωω) =
∫
rrrrrrrrrrrrrr∈Ω(αααααααααααααα)

PPPPPPPPPPPPPP(rrrrrrrrrrrrrr,αααααααααααααα,ωωωωωωωωωωωωωω) dΩ, (22)

where αααααααααααααα are the input data to the IGA analysis module (geometry, physical
properties, loads, etc.), ωωωωωωωωωωωωωω are the so called state variables or output results
(deformation–stress, velocity-pressure, etc.), Ω is the definition domain of the
problem embedded in the material space (normally IR3) and rrrrrrrrrrrrrr are the coordinates
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of an arbitrary point in Ω. For the sake of simplicity, we assume that geometry
(and hence, domain Ω) does not depend on ωωωωωωωωωωωωωω. Otherwise, the suitable corrections
should be included.

Therefore, the sensitivity analysis of this kind of formulations requires taking
derivatives of functions that are defined by integration in arbitrary domains. If
the geometry of the problem being solved is constant, so will be the integration
domains. In these conditions it is fairly straightforward to state the sensitivity
analysis by means of fully analytical techniques. On the contrary, if the geometry
of the problem being solved is not constant (i.e. in shape optimization or shape
parameter estimation problems, non-confined flow problems, etc.) stating the
sensitivity analysis is not immediate. For this reason, the sensitivity analysis for
varying-geometry problems has been mainly addressed by means of low order
finite difference approximations, that are known to be inaccurate and difficult
to calibrate. In an attempt to overcome this drawbacks, a number of analytical
approaches have been proposed to address the sensitivity of 1) the numerical
implementation, 2) the analytical model in weak form, and 3) the discretized
formulation corresponding to the numerical method being used [1, 3]. The latter
approach is in perfect agreement with the analysis model being used, and gives
rise to a most compact and flexible formulation than the other options. For those
reasons, this will be the approach that we will follow in this paper.

As shown in (13) we need to compute sensitivity terms type[
∂ψψψψψψψψψψψψψψ

∂ωωωωωωωωωωωωωω

]
=

∂

∂ωωωωωωωωωωωωωω

∫
rrrrrrrrrrrrrr∈Ω(αααααααααααααα)

PPPPPPPPPPPPPP(rrrrrrrrrrrrrr,αααααααααααααα,ωωωωωωωωωωωωωω) dΩ (23)

and

Dα
s ψψψψψψψψψψψψψψ = Dα

s

∫
rrrrrrrrrrrrrr∈Ω(αααααααααααααα)

PPPPPPPPPPPPPP(rrrrrrrrrrrrrr,αααααααααααααα,ωωωωωωωωωωωωωω) dΩ, being Dα
s � =

∂�
∂αααααααααααααα

Dsαααααααααααααα. (24)

Terms type (23) can be considered immediate, since integration domain Ω(αααααααααααααα)
does not vary with ωωωωωωωωωωωωωω. Thus,[

∂ψψψψψψψψψψψψψψ

∂ωωωωωωωωωωωωωω

]
=
∫
rrrrrrrrrrrrrr∈Ω(αααααααααααααα)

∂

∂ωωωωωωωωωωωωωω
PPPPPPPPPPPPPP(rrrrrrrrrrrrrr,αααααααααααααα,ωωωωωωωωωωωωωω) dΩ (25)

On the other hand, terms type (24) can not be considered immediate, since
integration domain Ω(αααααααααααααα) does vary with ωωωωωωωωωωωωωω. This is the reason why a traditional
distinction is made between sizing optimization (when Ω(αααααααααααααα) is constant) and shape
optimization (when Ω(αααααααααααααα) is variable). However, it can be proved [3] that

Dα
s ψψψψψψψψψψψψψψ =

∫
rrrrrrrrrrrrrr∈Ω(αααααααααααααα)

Ds PPPPPPPPPPPPPP(rrrrrrrrrrrrrr,αααααααααααααα,ωωωωωωωωωωωωωω) dΩ (26)

where,

Ds � = Dα
s � + � 1

2
Tr
[
GGGGGGGGGGGGGG−1 Ds GGGGGGGGGGGGGG

]
, (27)

beingGGGGGGGGGGGGGG the so-called metric tensor of the IGA mapping type (21). The details on
how to compute and manipulate the metric tensor can be found in [3].
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We notice that expressions (25) and (26) are analogous to the previous
expression (22). Therefore, the same integration techniques can be used for the
three of them. Furthermore, the corresponding high order sensitivity terms can be
generated by recurrence.

7 Application example

In this section we will present some results obtained for a concrete roof spanning
over a square room and built-in at its four vertices. Because of symmetry,
only one quarter of the structure is analyzed. The complete specifications of
the structure are given in [3]. In particular, the height of the mid-surface at
the keystone is 1:839920 m. The analysis is performed by means of a linear
elastic three-dimensional isogeometric model with uniform open knot vectors, B-
Spline interpolating functions (p = 2) null displacements at the built-in supports,
symmetry conditions where applicable, and integration by means of 3-point Gauss
quadratures.

The geometry of the roof is defined by a total of 27 control points (see left
side of Fig. 1). An h-refined mesh is automatically generated for the analysis by
knot insertion, giving a total of 32 × 32 × 4 = 4, 096 control points (nodes) and
30 × 30 × 2 = 1, 800 knot spans (elements). We notice that this IGA model
reproduces the exact geometry of the roof (as defined in [3]) for all and any level
of h-refinement being applied.

Fig. 1 (right side) shows how the 1st principal stress in the vicinity of control
point # 1 changes when the design in modified. In this figure we compare the
IGA computed results with the IGA 3rd order predicted values. The former were
obtained by recalculating the structure each time. The latter were obtained by
approximating the structural response in terms of a Taylor expansion, taking into
account the information given by a 3rd order directional sensitivity analysis of the
unmodified design.

1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1 2.2 2.3 2.4 2.5
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.0
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Figure 1: Left: IGA model. Right: 1st principal stress [Pa] at a given point for
different heights [m] of the mid-surface at the keystone; 3rd order
predicted (line) vs. computed results (squares).
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8 Conclusions

A unified approach for the high order sensitivity analysis of IGA formulations has
been presented. The technique is based on the IGA mapping that links material
and reference coordinates. High order directional sensitivity derivatives are given
by a single, unified and compact expression. The 1st order sensitivity analysis
is cheap in terms of computing time, and may contribute essential information
for decision-making. The 2nd order sensitivity analysis is relatively cheap in
terms of computing time, and may contribute important information for improving
algorithms. Higher order information is more expensive in terms of computing
time, although it contributes to improve the quality of the approximations being
used. The scope of future versions of IGA-based codes will be gratefully expanded
if support for high order directional sensitivity analysis is provided as a standard
feature.

Acknowledgements

This research work has been partially supported by FEDER funds of the
European Union, by Grants # DPI2009-14546-C02-01 and # DPI2010-16496 of
the “Ministerio de Ciencia e Innovación” of the Spanish Government, by Grants
#CEOU 2007/09, # PGDIT09MDS00718PR and # PGDIT09REM005118PR of
the “Subdirección Xeral de I+D” of the “Xunta de Galicia” and by research
fellowships of “Universidad de A Coruña” and “Fundación de la Ingenierı́a Civil
de Galicia”.

References

[1] Navarrina F. and Casteleiro M., A General Methodologycal Analysis
for Optimum Design, International Journal for Numerical Methods in
Engineering, 31(1), pp. 85–111, 1991.

[2] Haug J.E., Choi K.K. and Komkov V., Design Sensitivity Analysis of
Structural Systems, Academic Press: Orlando, 1986.
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thin-walled structures for achieving  
a desired deformed shape 
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Abstract 

Thin-walled structures such as shells and folded plates are extensively used in 
various industrial products. In this paper, a free-form optimization method is 
presented that is aimed at giving a function to thin-walled structures. As a 
concrete target, a method to achieve a desired deformation, or to control a static 
deformed shape to a desired one, is proposed for the design of linear elastic shell 
structures. As an objective functional, we introduce a squared error norm of a 
deformed shape on its prescribed surface. It is assumed that the shell is varied in 
the normal direction to the surface and that the thickness is constant. A 
distributed-parameter shape optimization problem is formulated, and the shape 
gradient function for this problem is theoretically derived. The non-parametric 
free-form optimization method for shells, which was developed by the author, is 
applied to solve this problem. With this method, an optimal arbitrarily formed 
shell with smoothness can be obtained while minimizing the objective 
functional. The calculated results show the effectiveness of the proposed method 
for the optimal free-form design of thin-walled structures with a desired 
deformed shape. 
Keywords: optimum design, shape optimization, shell, shape identification, 
inverse problem, deformation control, traction method. 

1 Introduction 

Thin-walled or shell structures have high load-carrying capacity in spite of their 
thinness and lightness. A smart and simple thin-walled structure may be created 
by adding a function to them without using any actuators. As such a function, a 
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desired deformation, i.e., obtaining a given displacement distribution, against an 
external force is considered in this study. An optimization technique is necessary 
for designing such a structure. For executing the shape design of a thin-walled 
structure with a high level performance yet using the minimum amount of 
material, it is especially necessary to optimize its curvature distribution while 
satisfying the design purposes. 
     The author and colleagues have been developing a free-form optimization 
method, called the “H1 gradient method for shells” for designing the optimal 
smooth free-form surface of thin-walled structures with curvatures. In our 
previous studies, we proposed solutions to stiffness problems [1] and vibration 
problems [2] of shell structures. Focusing on shape optimization of shell 
structures, the methods can be categorized into parametric and non-parametric 
methods in terms of design variables. Although most previously proposed shape 
optimization methods for shells [3, 4] are parametric methods, which require 
parameterization of the shape in advance and the obtained shape is strongly 
dominated by the parameterization process, our method is classified as a non-
parametric method. The proposed method and its features will be described in 
the following sections. Another non-parametric method with a filter for 
smoothing was presented by Bletzinger et al. [5]. 
     In this study, a shape identification problem for linear elastic thin-walled 
structures is newly solved with the H1 gradient method for shells for the purpose 
of achieving a desired deformed shape under an external force. Controlling the 
displacement distribution to a given desired one can contribute to solving 
stiffness design and compliant design problems of thin-walled structures, which 
means that the solution described here can impart a function to structures by 
simply changing their shapes. This design problem is a so-called compliant 
mechanism design or a homology design, and many related papers proposing 
topology or shape optimization methods have been published [6–10]. However, 
few papers have discussed the use of a non-parametric shape optimization 
method to control the deformation design of thin-walled structures. In this study, 
the desired deformed shape is identified by introducing a squared error norm of a 
deformed shape on its prescribed surface as the objective functional. With the 
free-form optimization method, an optimum thin-walled structure with a smooth 
free-form surface and a desired deformed shape as its function can be obtained 
without any shape parameterization.  

2 Governing equation for a shell as a set of infinitesimal flat 
surfaces 

As shown in Fig. 1(a) and Eqs. (1–3), consider a shell having an initial bounded 
domain 3R   with the boundary  , mid-area A with the boundary A , side 
surface S and thickness h. It is assumed for simplicity that a shell structure 
occupying a bounded domain is a set of infinitesimal flat surfaces as shown in 
Fig. 1(b). 

  1 2 3 1 2 3( , , ) | ( , ) , ( / 2, / 2)x x x x x A x h h3 2R R       ,  (1) 
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 ( , ),   
2 2

h h
A     (2) 

( , )
2 2

h h
S A                                                    (3) 

 
     It is assumed that the mapping of the local coordinate system 1 2( , ,0)x x , 

which gives the position of the mid-area of the shell, to the global coordinate 
system 1 2 3( , , )X X X , i.e., 3 3

1 2 1 2 3: ( , ,0) ( , , )x x X X XR R   , is piecewise 

smooth. The Mindlin-Reissner plate theory is applied concerning plate bending, 
and the coupling of the membrane stiffness and bending stiffness is ignored. 
Using the sign convention in Fig. 1(b), the displacements expressed by the local 
coordinates   1,2,3i i

u


u  can be divided into the displacements in the in-plane 

direction   1,2 
u 

 and the displacement in the out-of-plane direction 3u . In this 

paper, the subscripts of the Greek letters are expressed as 1,2  , and the tensor 
subscript notation uses Einstein's summation convention and a partial differential 
notation with respect to the spatial coordinates ,( ) ( ) /i ix     . 
 

 

Figure 1: Shell geometry as a set of infinitesimal flat surfaces. 

     The Mindlin-Reissner plate theory posits that 

 33 0  ,  (4) 

 1 2 3 0 1 2 3 1 2( , , ) ( , ) ( , )u x x x u x x x x x    , (5) 

 3 1 2 3 1 2( , , ) ( , )u x x x w x x , (6) 

where  0 1,2 
u  

, w and   1,2 
  



 express the in-plane displacements, out-of-

plane displacement and rotational angles of the mid-area of the shell, 
respectively. 
     Then, the weak form state equation relative to 0( , , )w Uu   can be expressed 

as Eq. (7) by substituting Eqs. (4–6) into the variational equation for the three-
dimensional linear elastic body, eliminating 33 . Forces acting relative to the 

local coordinate system 1 2( , ,0)x x  on the domain A and the sub-boundary 

(a) Geometry of a shell

h 
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(b) D.O.F. and sign convention   

Computer Aided Optimum Design in Engineering XII  133

 
 www.witpress.com, ISSN 1743-3509 (on-line) 
WIT Transactions on The Built Environment, Vol 125, © 201  WIT Press2



( )gA A    are defined as follows: an out-of-plane load q per unit area, an in-

plane loads   1,2
f  

f  and an out-of-plane moments   1,2
m  

m  per unit 

area, an in-plane loads   1,2
N  

N  per unit length, a shearing force Q per unit 

length and a bending moments   1,2
M  

M  per unit length. 

 0 0 0 0 0(( , , ), ( , , )) (( , , )),   ( , , ) ,   ( , , )a w w l w w U w U   u u u u u     , (7) 

where ( )  expresses a variation. In addition, the bilinear form (  ,  )a 　   and the 

linear form ( )l 　  are defined respectively as shown below. 

0 0 0 , 3 , 0 , 3 ,(( , , ), ( , , )) { ( )( )a w w C u x u x        
   u u    

, ,( )( )}SC w w d         , 

      ( 0 , 0 ,{ }B M S

A
c c u u kc dA                )  (8) 

 0 0 0(( , , )) ( ) ( )
gA A

l w f u m qw dA N u ds M Qw ds        


      u  ,  (9) 

where , , , 1,2{ }C       and , 1,2{ }SC     express an elastic tensor including 

bending and membrane stresses, and an elastic tensor with respect to the shearing 
stress, respectively. , , , 1,2{ }Bc      , , 1,2{ }Sc     and , , , 1,2{ }Mc       express an 

elastic tensor with respect to bending, shearing and membrane component in 

case of considering the relationship 
/2

/2
( ) ( ) 

h

h
d dzdA

 



     , respectively. In 

addition, , 1,2{ }     and 1,2{ }    express the curvatures and the transverse 

shear strains which are defined by the following equations. The constant k 
denotes a shear correction factor (assuming k=5/6). 

 , ,

1
( + )

2       , (10) 

 ,w     .  (11) 

     It will be noted that U in Eq. (7) is given by the following equation. 

 1 5
01 02 1 2{( , , , , ) ( ( )) |U u u w H A     satisfy the given Dirichlet condition on each 

subboundary}, (12) 

where 1H  is the Sobolev space of order 1. 
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3 Free-form optimization problem of shell structure 

3.1 Domain variation 

Consider that a linear elastic shell structure having an initial domain  , mid-
area A, boundary A  and side surface S undergoes domain variation V (design 
velocity field) in the out-of-plane direction such that its domain, mid-area, 
boundary and side surface become s , sA , sA  and sS , respectively as shown 

in Fig. 2. It is assumed that the plate thickness h remains constant under the 
domain variation. The domain variation at this time can be expressed by a 
mapping from   to s , which is denoted as 

: ( ) ,  0S s sT s     X X X  (ε is a small integer) given by 

( ),   ( )s sT T  s sX X . The subscript s expresses the iteration history of the 

domain variation. Assuming a shape constraint is acting on the variation in the 
domain, the infinitesimal variation of the domain can be expressed by  

 ( ) ( )s s sT T s   X X V , (13) 

where the design velocity field is given as ( ) ( ) /  sT s  sV X X . The free-form 

optimization method explained later is a method for determining the optimal 
domain variation V of shell structures.  
 

 

Figure 2: Out-of-plane shape variation V. 

3.2 Shape identification problem for achieving a desired deformed shape 

Let us consider a free-form optimization problem for achieving a given desired 
deformed shape of a thin-walled structure. This problem is formulated in a 
function space, and the shape gradient function is theoretically derived using the 
material derivative method as described below. 
     As an objective functional, we introduce a squared deformed shape error 
norm on a prescribed surface. Letting the state equation in Eq. (7) be the 
constraint condition, a distributed-parameter shape identification problem for 
finding the optimal design velocity field V, or (= )sA A s V  can be formulated 

as shown below: 

Given    A                                                              (14) 

A
A 

S

dA 

dAs 

 

SS 

V 

S 



S
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  Find      or sA V                                                  (15) 

       that 0 0ˆ ˆmimimizes    ((( ) ),(( ) ))d    x u z x u z                  (16) 

     subject to     Eq. (7),                                                     (17) 

where ( , )d 　　   is the inner product defined as shown in the following equation. 

 ( , )=
D

i iA
d u v dAu v   (18) 

     The notations 0x +u and ẑ  indicate the position vector of the deformed shape 

and that of a given desired deformed shape, respectively, which are given on the 
prescribed surface DA . 

     Letting 0( , ,w u   denote the Lagrange multipliers for the state equation, the 

Lagrange functional L for this problem can be expressed as 

        0 0 0 0ˆ ˆ( , ( , , ) ( , , )) (( ),( ))L A w w d    u u x u z x u z    

                                0 0 0( , , ) (( , , ), ( , , ))l w a w w u u u    (19) 

     For the sake of simplicity, it is assumed that the sub-boundaries acted on by 
the non-zero external forces N, Q and M do not vary (i.e., V=0), and that the 
forces acting on the shell surface qf, m,  do not vary with regard to the space 

and the iteration history s (i.e., ( f m q    =0). Then, the material derivative L  of 
the Lagrange functional can be derived as shown in Eq. (20) below using the 
formula of material derivative [12]. 
     Letting ( )mid top btm n n = n = n  represent a unit normal vector of the mid-

area, the relationship ( ) = ( )top top btm btm  V n n V n n  is assumed. The notations 
topn  and btmn  denote unit normal vectors that make the outward top and bottom 

surfaces of the shell positive. The notations ( )  and ( )  are the shape derivative 

and the material derivative with respect to the domain variation, respectively 
[12]. 

                  0 0 0ˆ2 ( + , ) (( , , ), ( , , ))L d a w w      x u z u u u   

 0 0 0+ ( , , ) (( , , ),( , , )) ,    l w a w w G C       u u u n,V V    (20) 

 
D D

DA A A A
G G VdA G VdA VdA VdA           Dn,V n n G G   (21) 

 0 , , 0 , , 0 , , 0 , ,{ ( )( ) ( )( )
2 2 2 2

h h h h
G C u u C u u                          

0Hf u Hm Hqw        (22) 

0 0 0 0ˆ ˆ ˆ ˆ( )( )+2( )( ),
i i i iD i i i i i i i i j jG H x u z x u z x u z x u z n          (23) 

     Equations (22) and (23) express the shape gradient functions, i.e., the 
sensitivity functions, for this problem. The notation H denotes twice the mean 
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curvature of the surface. C  expresses the kinematically admissible function 

space that satisfies the constraints of shape variation. When the optimality 
conditions with respect to the state variable 0( , , )wu  , the adjoint variable 

0( , , )wu   of the Lagrange functional L expressed by Eqs. (24) and (25), are 

satisfied, 

 0 0 0 0(( , , ),( , , ))= (( , , )),  ( , , )a w w l w w U         u u u u     (24) 

 0 0 0 ˆ(( , , ),( , , ))=2 ( + , )a w w d   u u x u z u  ,  0( , , )w U   u   (25) 

     Eq. (20) becomes 

 ,    L G C
 n,V V .  (26) 

     Equation (24) is the governing equation for the state variable 0( , , )wu   that 

coincides with Eq. (7), and Eq. (25) is the governing equation for the adjoint 
variable 0( , , )wu  . 

     The shape gradient function derived is applied to the free-form optimization 
method for shells. 

4 Free-form optimization method (H1 gradient method for 
shells) for designing the optimal surface of thin-walled 
structures 

The free-form optimization method developed by the author is based on the 
traction method (often called the H1 gradient method), which is a gradient 
method in a Hilbert space. The original H1 gradient method was proposed by 
Azegami in 1994 [11]. It is a non-parametric shape optimization method that can 
treat all nodes as design variables and does not require any design variable 
parameterization. The original method has been modified for shells by the 
author, and called the free-form optimization method or the H1 gradient method 
for shells. This method varies a shell in the normal direction to the surface, 
making it possible to obtain the optimal free-form shape of shell structures.  
     As shown in Fig. 3, a distributed force proportional to the shape gradient 
function G  is applied in the normal direction to the surface in order to vary the 
surface. The Robin boundary condition (spring constant α>0) is defined for the 
pseudo-elastic shell. This analysis for shape variation is called a velocity 
analysis. As the shape gradient function is not used directly to vary the shape but 
rather is replaced to a distributed force, this makes it possible both to reduce the 
objective functional and to maintain the smoothness, i.e., mesh regularity, which 
is the most distinctive feature of this method. The displacements obtained as the 
optimum shape variation in the velocity analysis are added to the original shape 
to update iteratively the shape. Considering the design velocity 1,2,3= { }i iV V  as 

a combination of the in-plane velocity 0 1,2{ }
  V  and the out-of-plane velocity 

3V , which are defined in local coordinate systems, the governing equation of the 
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velocity analysis for 
1 20 0 3( , , )V V VV  is expressed as Eq. (27) with the 

definition of C , Eq. (28). Equation (27) can be solved using a standard finite 

element code. 

 

Figure 3: Schematic of free-form optimization method (“H1 gradient method 
for shell” with Robin condition). 

 

0 3 0 0 0(( , , ), ( , , )) + ( ) ( , , ) ( , , ) ,   a V w w G wa =  V u V n n, u n, u     

 0 3 0   ( , , ) ,     ( , , )V C w Ca    V u  ,                            (27) 

       
1 2

1 5
0 0 3 1 2, , , ,C V V H A   V{( ) ( ( ))                     

                        }satisfy Dirichlet condition for shape variation on S  (28) 

 
     It is confirmed that this gradient method in a Hilbert spaces reduces the 
Lagrange functional L as follows. When the state equation and the adjoint 
equation are satisfied, the perturbation expansion of the Lagrange functional L 
can be written as 

 , ( ) ( )L G s s    n V, . (29) 

     Substituting Eq. (27) into Eq. (29) and taking into account the positive 

definitiveness of 0 3 0(( , , ), ( , , ))a V waV uq q  and 0( ) ( , , )wa ⋅V n n, u q , based on 

the positive definitiveness of the elastic tensors C  and SC , the following 

relationship is obtained when s  is sufficiently small: 
 

 ( ( ), ( )) ( ) ( ) 0L a s s s s         V, V, V n n, V,     (30) 

 

     In problems where convexity is assured, this relationship definitely reduces 
the Lagrange functional in the process of updating the shell shape using the 
design velocity field V determined by Eq. (27). 
     The advantages offered by this method are summarized as follows: (1) a 
smooth and natural surface without any jaggedness can be obtained because the 
elastic tensor in the velocity analysis serves as a mapping function and as a 
smoother for maintaining mesh smoothness, and its positive definitiveness is the 

-Gn 

V α - Gn 
A 
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necessary condition for minimizing the objective functional. (2) An optimal free-
form surface is created because the number of the design degrees of freedom is 
not limited. (3) It does not require shape design parameterization unlike the basis 
vector method or the parametric surface method because all the nodes can be 
moved as the design variable. (4) Mesh smoothing is simultaneously 
implemented in the shape changing process. (5) It can be easily implemented in 
combination with a commercial FEA code, which means it has generality and 
practical utility for actual design work. (6) It is not necessary to refine the mesh. 

5 Calculated results obtained with free-form optimization 
method 

The proposed method was applied to three fundamental design examples in order 
to verify its validity for controlling the deformed shape of a thin-walled structure 
to a desired shape. 

5.1 Roof problem 1 

Problem definition 1 for a cylindrical roof model is shown in Fig. 4. In the 
stiffness analysis Fig. 4(a), the bottom edges of the roof were simply supported 
and the downward nodal forces were applied along the line on the top. The 
deformed shape region was prescribed in the portion around the loaded line on 
the top as shown in Fig. 4(a). The desired deformed shape was defined as one in 
which the prescribed region was uniformly deformed downward as shown in Fig. 
4(c). In the velocity analysis, the bottom edges were simply supported as shown 
in Fig. 4(b). 
 

 

Figure 4: Problem definition for roof problem 1. 

     The optimal shape obtained and the iteration convergence histories are shown 
in Fig. 5(a) and (b), respectively. It is seen in Fig. 5(a) that both edges on the top 
were folded upward for stiffening the edges. The results in Fig. 5(b) indicate that 
the objective functional converged almost to zero. As a volume constraint was 
not defined in this study, the calculated results show that the initial volume was 

(c) Desired deformed shape (blue) 

Prescribed region for deformed shape  

(b) Velocity analysis(a) Stiffness analysis 
Simply supported 

Desired deformed shape 
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kept almost constant. Figure 6 compares the deformed shapes between (a) the 
initial and (b) the final. The figures show that although the region of the initial 
shape was not deformed uniformly, the region of the final shape was deformed 
downward uniformly as desired.  

 

Figure 5: Calculated results for roof problem 1. 

 

Figure 6: Comparison of deformed shapes of roof problem 1. 

5.2 Roof problem 2 

The problem definition of roof problem 2 is shown in Fig. 7 using the same 
model as in roof problem 1 except for the prescription of the deformed shape. 
The loaded line on the top was defined as the prescribed positions of the 
deformed shape as shown in Fig. 7(a). The desired deformed shape was defined 
as one in which the line around half of the top maintained the position and was 
folded downward linearly at the three-quarters point from the top edges as shown 
in Fig. 7(c).  
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Figure 7: Problem definition for roof problem 2. 

     Figure 8(a) shows the optimal shape obtained. It is seen that the portions 
around the edges of the top were linearly varied downward according to the 
desired deformed shape, which is reasonable for the prescription. Figure 8(b) 
compares the deformed positions along the prescribed line for the initial, desired 
and final shapes. The graph indicates that the deformed positions of the final 
shape coincided well with the desired positions as intended. 

 

Figure 8: Calculated results of roof problem 2. 

5.3 Table problem 

A table problem is defined in Fig. 9. The initial shape and the boundary 
condition of the stiffness analysis are shown in (a). The bottom edges were 
simply supported and the top surface was uniformly loaded downward in the 
stiffness analysis. The bottom edges were also simply supported in the velocity 
analysis. As shown in Fig. 9(b), the prescribed square regions of the deformed 
shape were defined in the centres of both side surfaces, and the target shape was 
defined as one in which the initial positions were kept.  
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Figure 9: Problem definition for table problem. 

     Figure 10(a) shows the optimal shape obtained. Several beads were created on 
both side surfaces to increase the stiffness. Figure 10(b) shows the deformed 
shapes of the obtained shape. It was confirmed that the prescribed regions of the 
final shape kept their positions, although those of the initial shape largely 
deformed outward. 

 

Figure 10: Obtained shape and deformation of table problem. 

6 Conclusion 

This paper has presented a shell free-form optimization method for controlling a 
static deformed shape to a desired shape. A shape identification problem, in 
which the squared error norm of the deformed shape was defined as the objective 
functional, was formulated as a distributed-parameter shape optimization 
problem. The shape gradient function with respect to the shape variation in the 
normal direction to the shell surface was derived theoretically and applied to the 
H1 gradient method for shells. With this method, the objective functional 
converged almost to zero in all the design examples, and shell shapes with beads 
coinciding with the prescribed deformed shape were obtained. It was confirmed 
that the use of this method makes it possible to control the deformed shape to a 
desired shape and imparts a function to thin-walled structures, while creating .an 
optimal arbitrarily formed surface. 

(a) Obtained shape 

before loading 

after loading 
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A systems approach to shape and topology
optimisation of mechanical structures
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Abstract

Optimisation techniques have become more and more important as the possibility
of simulating complex mechanical structures has become a reality. A common tool
in the layout design of structural parts is the topology optimisation method, which
finds an optimum material distribution within a given geometrical design space to
best meet loading conditions and constraints.

Another important method is shape optimisation, which optimises weight given
parametric geometric constraints. In the case of complex shaped parts or elaborate
assemblies, for example automobile body structures, shape optimisation is still
hard to do; mainly due to the difficulty in translating shape design parameters
into meaningful analysis models. Tools like the parametric geometry package SFE
CONCEPT are designed to mitigate these issues.

Nevertheless, shape methods usually cannot suggest new load path
configurations, while topology methods are often confined to single parts. To
overcome these limitations the authors have developed a method that combines
both approaches into an Integral Shape/Topology Method (IST) that is capable of
finding new optimal solutions.

This is achieved by an automated optimisation loop and can be applied for both
thin walled structures as well as solid 3D geometries. When optimising structures
by applying IST, global optimum solutions can be determined that may not be
obtained with isolated shape- or topology-optimisation methods.
Keywords: topology optimisation, shape optimisation, simultaneous shape and
topology optimisation, structural optimisation, IST.
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1 Introduction

In structural mechanics, the requirements for structural parts are highly complex.
And yet, in a highly competitive environment, engineers are expected to shorten
development and test time, while also cutting material and production costs.
Moreover, energy efficiency plays an increasingly important role in the life cycle
of any product. One way to achieve this is light-weighting of structures, where
the engineers aim to minimize material usage and simultaneously maximize
performance. In the transportation industry, light-weighting is a key enabler for
reducing fuel consumption and CO2 emission. In this context, simulation and
optimisation methods are of crucial importance.

Today, in designing load bearing parts, the engineer often develops a structural
layout using topology optimisation (Bendsøe and Kikuchi [1], Suzuki and Kikuchi
[2]). The necessary next step is then to either fine-tune the resulting shape or else
translate it into multiple manufacturable parts.

In this context, shape optimisation is limited to fine-tuning the topology
optimisation result with respect to local details, e.g. curvature and local stresses.

Put simply, topology optimisation and shape optimisation today are still two
distinct fields. While shape optimisation approaches in general are incapable of
varying topological layouts, topology methods either use shape design for fine-
tuning only, or else cannot account for specific characteristics of the parts. For
example, thin walled structures or complex relationships between members. On the
other hand, it may be beneficial to simultaneously do large scale shape variation to
find an optimum shape with corresponding optimum load path layout.

The authors have developed a method that can tackle both of these aspects at the
same time.

Figure 1 illustrates a traditional process flow whereas Figure 2 shows the IST
approach where shape variation is an integral part of a combined optimisation
process.

Figure 1: Traditional topology optimisation method.

Figure 2: Integral Shape/Topology Method (IST).
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1.1 Review of existing approaches

A number of combined shape and topology methods have been proposed and
published, and will be briefly discussed in this section.

In the method described by Balamurugan et al. [3], shape modifications
are implicitly applied using B-splines and essentially accelerate the topology
optimisation algorithm without delivering qualitatively different results compared
to a pure topology optimisation approach. A similar idea has been described by
Cappello and Mancuso [4], where shape modification is applied on the topology
optimisation result in order to smooth rough boundaries. Their approach is limited
to two dimensions, and does not allow the definition of geometric design variables.

Ansola et al. [5] adopts a unique approach by starting with a plane finite element
mesh in two dimensions. The mesh-topology stays constant (i.e. the connectivity
of elements relative to each other cannot change), but grids are allowed to move
perpendicular to a fixed plane. Simultaneously, a density distribution for the finite
element is determined. The algorithm is limited to sheet structures consisting of a
single part, and can deliver only limited out of plane shapes.

In some ways IST is similar to the application of large scale variation as
described by Volz et al. [6]. Here the authors employ SFE CONCEPT as the tool of
choice to create parametric geometry for an automobile body structure. However,
the topology optimisation described is not based on a density method. Rather,
predefined structural members are either added or subtracted from the structure.

IST is novel in the sense that large scale shape variation can be described
explicitly using intuitive structurally meaningful geometry parameters combined
with the established topology optimisation algorithms. This allows for a much
wider range of applications than existing hybrid methods.

1.2 Aim

In this paper we introduce the basic principles of IST, point out a number of
issues that arise with variable geometry combined with a topology optimisation
procedure, and provide an example of a combined shape/topology optimisation of
a mechanical component.

2 Process description

In order for an automated optimisation loop to work, variation in geometric
characteristics need to be created in an automated batch process. Here the
parametric CAD tool SFE CONCEPT v4.2 was chosen. SFE CONCEPT enables
the creation of parametric geometry with the capacity to do large scale shape
modification that can be controlled in a batch loop (Zimmer et al. [7]). Hereby,
intuitive shape design variables can be defined and result in consistent complex
geometrical variation (Duddeck et al. [8]), while the integrated meshing tool
generates a finite element (FE) model.
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For the topology optimisation, the Solid Isotropic Material with Penalty (SIMP)
method (Rozvany [9]) both for shell and solid elements was used, as provided by
the Altair Hyperworks software package Optistruct v11 (Schramm and Zhou [10]).

A number of scripts and tools developed in C++ and Perl combine the
commercial software packages into a closed process loop, as shown in Figure 2.

For a set of geometric design variables dv1, . . . , dvn, the parametric model is
updated and a FE mesh generated. Loads and constraints are then applied, and
a topology optimisation is performed. A subsequent topology optimisation finds
optimum load path layouts.

2.1 Flexible and dynamic analysis model setup

IST performs these steps in an automated batch loop with a highly flexible control
mechanism. For example, boundary conditions can be created dynamically, and
check functions can be defined via plug-ins. Also, the handling and extraction of
analysis results is managed.

In the example provided in Section 3 later in the paper we utilize IST to vary
the initial package space for a subsequent topology optimisation procedure. This
adds an additional dimension to the search space for a minimum mass solution and
allows us to consider an additional manufacturing constraint.

2.2 Problems associated with varying geometry

Performing optimisation of any system requires a structured approach. Design
variables need to be selected and a single real-valued objective function must be
defined. When using a SIMP algorithm to generate load path concepts, two main
approaches to establish an objective function prevail:

1. Minimize mass under some performance constraint (typically displace-
ments, stresses, Eigenfrequencies, and manufacturing considerations)

2. Maximize performance for a fixed volume or mass fraction δ, allowing the
SIMP algorithm to take away a defined volume/mass of material equal to
1 − δ times the initial volume/mass.

In the first case, the algorithm will determine a material distribution with
minimum mass, whereby the amount of remaining material is a priori unknown.
In the second case, the amount of material (mass or volume) to be used is fixed,
and a load path distribution is generated such that the performance of the structure
is maximized.

Using IST, a problem associated with varying initial geometries needs to be
addressed: When we generate a number of different geometries, and subsequently
take away material by applying topology optimisation, the resulting structures may
have different masses and different performance results, which makes it difficult
to compare one sample with another. In this section we explore a number of
possibilities to solve this problem.
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2.3 Topology optimisation minimizing mass under performance constraints

For structures where the mass is minimized under some performance constraints,
we have a single-objective problem, and topology optimisation results for different
initial geometries are comparable. The optimisation of the shape and load paths of
a brake pedal in Section 3 is an example of this approach.

2.4 Topology optimisation maximizing performance under volume fraction
constraint

For structures where the objective function is some performance figure, we need
to find a solution that allows us to directly compare topology optimisation results
for varying initial geometries. Let’s consider a structure that consists of non-
designable parts (i.e. regions that are not subject to SIMP), and a single designable
component, with some volume fraction constraint δ. With the naming conventions

mnd = Mass of the non-designable region

md = Mass of the designable region

minit = mnd +md = Initial mass before topology optimisation

δ = Mass fraction for the topology optimisation

the resulting mass after a topology optimisation run will be

mres = mnd + δ md.

Since the initial geometry is allowed to change, masses minit,i,minit,j for two
geometrically different designs i �= j vary, such that in general

mres,i �= mres,j .

Performance results for these two designs in general will be different, and the
two designs are not directly comparable anymore. There are three ways to solve
this issue:

The first approach is to do a multi-objective optimisation, where mass and
performance are simultaneously assessed. This leads to a Pareto frontier of feasible
designs, that need to be interpreted and evaluated by a human operator.

The second approach is to make sure that the resulting mass for the different
initial geometries is constant by adjusting the volume fraction for the SIMP
algorithm accordingly: Choose δi for each initial geometry such that

mres = mnd,i + δimd,i = constant, or δi =
mres −mnd,i

md,i

.

Thus, for a lighter initial geometry with mass minit,i the volume fraction value
δi needs to be bigger than for a geometry with more mass minit,j . After topology
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optimisation this leads to structures with identical mass. The problem with this is
that varying mass fractions can lead to qualitatively different results.

Finally, we can constrain the shape design parameters to assure that the resulting
masses are constant. Assuming a fixed volume fraction δ, choose the shape design
variables dv1, . . . , dvn such that

mnd,i + δ md,i = mnd,j + δ md,j

for all geometrically different designs i, j, resulting in mres,i = mres,j .
In this paper these options will not be discussed in detail; here we only

show examples where topology optimisation is performed under a displacement
constraint.

3 Example: variable initial package space for topology
optimisation

In this section we apply IST to a simple problem, where a brake pedal is to be
designed using the least amount of material necessary. As an additional constraint
we require the component be constructed from a light weight aluminium extruded
profile in order to reduce manufacturing costs compared to a cast structure.

3.1 Problem setup

Figure 3(a) shows the basic geometry and loads in side view. The rotation axis R
is fixed, allowing for rotation around the y–axis only. The attachment point for the
brake cylinder A is constrained in x–direction. A force F of 1000N is applied at

Figure 3: Brake pedal: layout and variable geometry.
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point L in negative x–direction, while the contact point L is allowed a maximum
displacement of 0.5 mm.

3.2 Variable geometrical design space

By varying the upper and lower width of the blank, the initial package space is
allowed to change, as indicated in the front view in Figure 3(b). This variability
results in a wedge shaped initial geometry which is then subjected to SIMP.

The operation sequence is as described in Figure 2. Values for the two geometry
design variables (upper and lower width) are chosen, then the parametric SFE
CONCEPT geometry model is updated and a finite element mesh created. Then
boundary conditions are applied, and a topology optimisation is performed.

3.3 Design of experiments

The objective of the topology optimisations is to minimize mass given two
constraints: a displacement constraint, and an extrusion constraint in y–direction.
A design of experiments (DOE) with a coarse mesh (6 mm HEXA voxel mesh)
has been conducted with:

dv1 = upper width = 6, 8, . . . , 20 mm

dv2 = lower width = 6, 8, . . . , 12 mm,

which results in the response surface shown in Figure 4(a). For different initial
geometries we get distinct structural load path layouts, and it can be seen that the
best results (meaning lowest mass results) are achieved when the lower width is at
its lower limit of dv2 = 6 mm.

Figure 4: Resulting mass after topology optimisation.
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3.4 Results

For a refined DOE study we therefore assume dv2 = constant = 6 mm, while
varying dv1 between 6 mm and 20 mm. For this study a finer mesh size for the
voxel elements of 2 mm was used. Figure 5(a) shows the resulting masses, with the
lowest mass being 192 g for the design at dv1 = 12 . The graph corresponds to the
horizontal dotted line in Figure 4(b). The corresponding wedge-shaped structure
is shown in Figure 6(a) at a mass fraction cut-off value of 0.3.

Figure 5: Resulting mass for refined DOE.

3.5 Comparison with a traditional approach

For validation purposes it is necessary to compare the combined shape/topology
(IST) technique to a conventional approach where the designer would start with a
flat blank and perform a topology optimisation to find a suitable load path concept.

It is by no means evident that the engineer would choose the ’right’ width to
start with. For an initial blank thickness of 12 mm, topology optimisation returns
a structure weighing 206 g, while the minimum mass for a constant width blank
is at 11 mm width (202 g). Figure 6(b) shows the topology optimisation result
for a constant blank width of 11 mm. The masses after topology optimisation for
different material thicknesses are shown in Figure 5(b), corresponding with the
diagonal dotted line in Figure 4(b).

Therefore, even if the optimum width was chosen, the resulting design would
still be 5% heavier than the results achieved when applying IST.

In this example, the IST approach essentially added an additional manufacturing
constraint to the topology optimisation method: Where traditionally the package
space for a topology optimisation would be fixed, the manufacturing restriction
to extruded profiles made it beneficial to incorporate variable initial design space
characteristics. Thus it was possible to derive an optimum angle for the wedge
shaped brake pedal.
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Figure 6: Topology optimisation results.

4 Conclusion

We have introduced the novel Integral Shape and Topology (IST) optimisation
method which allows simultaneous large scale shape variation and load path layout
optimisation. This method has been shown to be useful for a voxel-based solid
structure, where it:

• leads to lower mass structures
• adds additional manufacturing constraints to topology optimisation

algorithms
In the example discussed, the optimum found by IST could not have been found by
traditional topology optimisation methods alone, and IST allowed us to cater for
the specific manufacturing requirement, i.e. the part being made from an extruded
profile. A mass saving of 5% over a conventional topology optimisation approach
was achieved.
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Optimization of damping unit 

J. Kolář & K. Adámek 
VÚTS Liberec, Czech Republic 

Abstract 
This paper reports the numerical investigation and optimization of a damping 
unit where oil flow interacts with an elastic chocking plate. Chocking of flow 
from a by-pass valve is the basic principle of hydraulic shock absorbers. 
However, cavitation phenomenon caused by strong shocking occurs at high 
frequencies of an actuating movement and the original damping unit 
characteristic is being distorted. We used the computational fluid dynamic to 
minimize the distortion of characteristic as much as possible. To satisfy the high 
number of unsteady simulations, the involved fluid-structure interaction needs to 
be coupled in a different way than the routine is. The plate deformation is 
coupled with an average hydrodynamic loading pressure by a single afore-
computed third polynomial equation being predicted by FEM. Numerical 
simulations of flow by the use of FVM exploiting dynamic mesh in Fluent 
commercial code then provides a flow field pattern and loading pressure within 
the unit itself. A User Defined Function (UDF) enables the deformation of the 
domain boundaries in a coupled way. Finally, the time dependency of the plate 
position and its dynamic behaviour is obtained. Highly dynamic manners 
appeared and numerous techniques providing a better stability of computations 
had to be investigated and developed. The state where the most cavity bubbles 
are being induced is further applied to shape optimization at the steady state.  
The shape-based similarity optimization of by-pass geometry is then carried out 
to minimize the formation of cavitation bubbles. 
Keywords:  damping unit, shape optimization, computational fluid dynamics, 
chocking plate, cavitation, user defined functions, shape based similarity. 

1 Introduction 

The movement of a thin spring-steel plate induced by the impact of oil flow is an 
example of fluid-structure interaction. This interaction can be found in many 
engineering devices. The mentioned case is a typical one in the field of chocking 
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fluids. The originally stiff plate is loaded and deformed by the surrounding flow. 
Consequently, the chocking plate truckles to loading and gets deformed. In 
computational fluid dynamics (CFD), the number of iterative steps is needed to 
solve the steady state of oil flow and the resulting plate shape which corresponds 
one to another. In our case, oil flow is induced by the sinusoidal movement of 
the unit walls with respect to the relation that follows 

 )2sin(0 tfAyy    (1) 

     For the device scheme, see Figure 1. Finally the task is necessarily unsteady 
with a frequency of f=2 Hz.  

 
Figure 1: Scheme of damping unit with unsteady movement relations. 

     We decided to apply the simplified, but more efficient approach to get into 
the solved problem because the conventional approach with intercommunication 
and data transfers between FVM and FEM solvers gains unacceptable time cost 
for unsteady simulations. The non-conventional approach of the mentioned task 
includes the number of applied techniques and requirements such as dynamic 
domains, self-guarding routines, and deforming functions.  

2 Unsteady fluid-structure interaction and cavity 
identification 

2.1 Fluid-structure coupling 

 The dynamic computational domain feature allows the computational domain to 
change its shape with conserved topology with respect to the prescribed relation 
which relates the surface loading and structure stiffness. As a result, unsteady 
simulations are not composed from the set of solutions of segregated domains 
being solved from initialization. Instead, the dynamic solution of the initial 
domain which underlies the deformation is performed. The computational grid 
changes upon the predicted shape which results from pressure load at the 
deformed boundary. More detailed view can be taken in [1] and [2]. The 
predicted shape, shown in Figure 2 a) is afore-computed by FEM analysis in 
Mark 3D software package. The surface of the observed plate is one-sidedly 
loaded by substitutive pressure. This approach presumes minimal or even 

(
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negligible twist deformation. This condition is being met as tested in numerous 
cases. The plate is made of spring steel 12 090 with Rm=950Mpa and 
E=2.1711011 Pa and fully fixed all-around the inner diameter-r. The shape-
substitutive cubic polynomial is derived from the predicted deformation by the 
method of least squares employing Gauss elimination. The local deformation of 
the boundary node at the radial coordinate ߮௝ ൌ ܴ െ  is then given by an	௝,ݎ
average loading pressure given as 
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and as a relation which follows 

,௝ݎ௝൫ݔ∆  ௟௢௔ௗ൯݌ ൌ
ି଴.଴଴ଷଶ∙௥ೕయା଴.଴଺଺∙௥ೕమା଴.଴଺ହସ∙௥ೕି଴.଴ଵ଺ଷ

ଵ଺∙ଵ଴ఱ
∙  ௟௢௔ௗ (3)݌

     Due to the fluid-structure interaction, the plate position always affects the 
surrounding flow field. This has an effect of overestimated plate position 
predicted. We have tested and applied absorber coefficient k which corrects the 
increase of the actual plate position defined as 

 
kxx jj *´  where 10|  kRk . (4) 

The influence of absorption coefficients may be studied in Figure 2(b). 

   

Figure 2: Deformed plate shape predicted by FEM (a) and the overestimation 
of plate position with various absorption coefficients (b). 

     The underestimation of the total plate position by coefficient k is limited by 
the differential approach. A new plate position is based on the actual position 
and computed increase of coordinate corrected by k. The dynamic movement of 
the plate was observed even when the nonsensical movements were smoothed 
out. This led to a large deformation of grid elements or even to a formation of 
negative cell volume. To avoid this, the self-guarding routine was implemented 
into the source code. The routine of the source code supervises the maximal 
increase of coordinate available at the base of the quality of boundary adjacent 
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cells. The ultimate angular node displacement is established from the equation 
(5). For the scheme of approach, see Figure 3.  More detailed expression can be 
found in [3]. 

 }
]0[3
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]0[3
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max,max,

max
N

N

c
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rd
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rd
dtg




 . (5) 

 

Figure 3: Scheme of ultimate angular displacement based on equation (5). 

2.2 CFD simulations 

We have used the commercial CFD package Fluent version 6.3 to solve the 3D 
RANS equations for the incompressible oil phase, with a time step 1E-5s by the 
final volume technique. The model of the domain consists only from a period of 
one twelfth of the real device. The turbulence model k- Standard completes the 
system of governing equations [4]. For all equations, convective terms are 
discretized using a second-order upwind scheme except the linear one for 
pressure. The discretized system is solved in a simple way. A pressure based, 
first order implicit solver has been used for unsteady formulation when dynamic 
mesh applied. A cavitation phenomenon is enabled by the secondary phase 
defined as incompressible oil vapour with a saturated pressure of 6 kPa [4]. The 
criterion for assessing convergence was based on the root mean square of the 
density residues expressed by 

ܴሺߦሻ ൌ ൥෍൬
ߦ߲
ݐ߲
൰
௜

ଶெ

௜ୀଵ

൩

ଵ
ଶ

																																																							 ሺ6ሻ 

where M is the number of grid points and  is the variable considered to check 
(mass, energy, momentum, etc.). Generally, the next time step is taken when 
residuals fall below 1E-4. 

2.3  Results of unsteady fluid-structure interaction 

For brief examples of results, see Figures 4 and 5. Axial and radial coordinate x, 
r and angular coordinate fi_y define the positions of pressure minima responsible 
for cavitation within time period. See Figure 4(a). To get easier in the task, see 
Figure 4 b). (
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Figure 4: Spatial localization of pressure minima p_min(x, r, fi_y) (a) and its 
3D visualization in various time steps for f=2Hz (b). 

 

Figure 5: Temporal localization of pressure minima (a). Affected plates lift 
(b).  

     There is no temporal point during the damper lift significantly more 
responsible for the formation of cavitation bubbles as can be seen in Figure 5 a). 
The level of minimum pressure follows the actual oil flow velocity until the 
saturation pressure is achieved. From the case with cavitation excluded, the 
consequent smooth tendency of pressure minima can be observed (even if the 
result is not fully physically meaningful). Plate lift at the outer diameter R is 
recorded and is to be seen in Figure 5b).  

3 Steady optimization  

3.1 Method of by-pass channel and chocking plate optimization 

We tried to find the combination of by-pass channel shape and plate stiffness 
with conserved pressure jump to minimize the production of cavity bubbles  and 
we have decided to apply the optimization procedure to the stationary state 
adequate to t=0.05 s from the bottom dead centre. This state is of fully developed 
cavitation flow with an acceptable mass flow rate through the valve, not very 
threatening for the numerical stability of simulations itself. For the optimization 
itself, the shape based similarity optimization developed and described in [1]  
was applied. The shape of the by-pass nozzle is given by the cubic spline, 
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computed simultaneously from the set of three given parameters y1, y2=y0 and 
2, see Figure 6. We have applied the ordinary Gauss’s elimination method to 
find out the spline coefficients. The fourth parameter is the plate lift, used to 
adjust the oil mass flow rate to the value being equal to the real mass flow at 
0.05s. The iterative adjustment of plate lift is provided by simple Newton’s 
gradient method with maximum six steps. An average error of the plate position 
after six steps does not exceed 1e-5 m in test cases, which is sufficient for the 
solved case. We have applied the dynamic mesh model update to derive the most 
benefits of the minimal deformation path given by the shape-based similarity. A 
User Defined Functions (UDF) described in [3] and applied by Kolář and 
Dvořák in [2] is compiled to drive the wall boundary deformation over the whole 
sequence of nozzle shapes (vectors). The original domain that underlies the 
deformation has a simple linear shape. UDF updates the y-coordinate (ynode) of 
each node at time t൅1 (new shape) according to the spring based deformation 
defined as follows  

௡௢ௗ௘ݕ 
௧ାଵ ൌ

௬೙೚೏೐
೟

௬ೢೌ೗೗
೟ ௪௔௟௟ݕ

௧ାଵ . (7) 

 

 

Figure 6: Scheme of domain for optimization of channel shape and chocking 
plate stiffness. Driving parameters of spline: y1, y0=y2, 2 and 
boundary conditions. 

     Optimization of the nozzle passes over two separate procedures. The first part 
includes the selection of location vectors from the parametric space and 
consequential optimization of vector sequence in order to minimize the overall 
deformation defined as follows 

௧௢௧ܦ ൌ ෍ܦሺܿ௜, ܿ௜ାଵሻ
௜ୀே

௜ୀଵ

                                                           

where Nൌ no. of shapes and iൌ1,2,...,N,  

,ሺܿ௜ܦ௧௢௧෍ܦ ܿ௜ାଵሻ
௜ୀே

௜ୀଵ

 

where  ܦሺܿ௜, ܿ௜ାଵሻ is the Euclidean distance between vectors (shapes) in R2 

defined as follows  

( )8
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,ሺܿܦ  ܿ´ሻ ൌ ඥሺݓଵ െ ଵሻଶ´ݓ ൅ ௡ݓሺڮ െ  ௡ሻଶ (9)´ݓ

and ܿ, ܿᇱ are two data series (series of y-coordinate vectors) as follows 

  nwwwc ,,, 21  nwwwc  ,,, 21 
 

(10) 

,ݓ       ᇱ represent y-coordinate of nozzle shape consistently sampled by definedݓ
x. Flow, turbulence, and status variables in control volume and their fluxes are 
preserved for the newly formed mesh from the previous shape. With the 
acceptably small boundary deformation, the complete converging process takes 
only an incomparable small number of steps when comparing to “zero” 
initialization. To satisfy the condition of acceptable small boundary deformation, 
the shortest distance Dtot needs to be found out. This problem can be associated 
as a well-known Travelling Salesman Problem. The decision version of TSP 
belongs to NP-complete problems. The only approach able to improve the 
objective is a heuristic algorithm. One of the most sufficient is the Genetic 
algorithm presented firstly by Holand in [5]. We decided to use the parameter 
based coding of individuals where the chromosome gets a value of parameters as 
a real number. The selection of individuals for further evolution is based on the 
fitness proportionate selection with its modification: stochastic universal 
sampling. The recombination of individuals is provided by Edge recombination 
crossover (ERX). The operator of mutation is randomly applied to a selected pair 
of parameters by bilateral exchange. A more detailed view can be taken in 
Breitkopf and Coelho [6] and Hynek [7].  
     A shape-based similarity approach is originally developed by Yanagisawa et 
al. in [8] for the optimization of the mobile object trajectory although applicable 
even in the shape - based similarity query.  
     The second part of the optimization procedure includes CFD simulation of 
flow over the whole shape sequence of designed nozzles. The actual shape 
mutates towards the subsequent geometry until the final shape is met.  

3.2 Results of optimization at steady state 

As a first, the seeking for optimized sequence of shape deformation was 
performed. Evolution of overal deformation from the origanate to finalized shape 
sampled by x=0.1mm are in the Figure 7. The optimization of the shape 
sequence permutation led to the sequence gaining half of origal value. The best 
chanel shape sequence found with Dtot=3383 mm is used to explore the 
optimization space. The best variant achieves about 9% les of vapour volume 
fraction at the exit of domain than the originally cylindrical channel. Despite an 
achieved improvement, possible limitations of the approach are found because 
the best variant comes with the highest exit diameter (coordinate y2) available 
from limited optimization space. For further optimization, at least the upper 
boundary of coordinate y2 should be increased. There are contours of phase 
volume rate in the Figure 8 for best variant found. The location of pressure 
minima corresponds to originate shape, but the pressure jump is distributed 
within larger area of channel exit and channel throat. Consequently the local 
pressure minimum is restricted.     
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Figure 7: Evolution of average and minimal deformational path of shape 
sequences in the course of evolutionary algorithm. 

 

Figure 8: Isolines of vapour volume fraction in the best variant found by 
optimization. 0-0.5 m3

vapour/m
3

oil. 

4 

The simplified method which enables the unsteady simulation of oil – chocking 
plate interaction is developed and tested. This method was implemented into 
commercial FVM code to expand its abilities beyond standards. Numerous 
techniques used to stabilize the coupled simulations are exposed. Dynamic 
behaviour of plate lift is than solved and cavitation phenomenon observed. We 
have applied the shape-similarity-based optimization procedure to reduce the 
cavitation within the damping unite at steady state previously defined. The best 
by-pass channel shape and plate stiffness combination comes with the vapour 
volume rate limited by 15% when compare to original value.       

Nomenclature 

]0[, rdrd


  vector from boundary face centroids to wall adjacent cell centroids 
k absorber coefficient  [-] 
f frequency of movement [Hz]    
rj radial coordinate of node j [mm] 

   Conclusions 
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rmax,c max. radial coord. of node within cell c [mm] 
t time [s], time step [-] 
pavg fluid substitutive pressure on plate [Pa] 
pload one-sided loading pressure in FEM [Pa] 
y1,y2 y-coordinate of moving tank wall, coordinate of by-pass channel 

[mm] 
y0 initial position of tank wall (y-coord.) [mm] 
A amplitude of lift [mm] 


ii FF ,   face force located ad the plate + and - [N] 

Dtot overall deformation of shape [mm] 

Liftmax lift of plate at the outer radius R [mm] 
N overall number of plate face  adjacent cell [-] 

,
jx  damped relative node displacement x-coordinate in node j [mm] 

jx   relative node displacement x-coordinate in node j [mm] 
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Optimization of underground excavation in 
rock masses using ESO techniques 

G. Ren & Y. M. Xie 
School of Civil, Environmental and Chemical Engineering,  
RMIT University, Australia 

Abstract 

Excavation in rock masses induces complex stress redistribution around the 
opening. Inter alia, the stability of the opening is principally dependent on the 
stresses around the opening. The most influential factor attributing to the stress 
distribution is the geometrical shape of the opening. As such, finding the optimal 
shape for an underground excavation has practical significance in increasing 
stability and lowering support costs. This paper describes an approach to the 
shape optimization of underground excavation using Evolutionary Structural 
Optimization (ESO) techniques. Through illustrated examples, it is demonstrated 
that ESO method can be used to explore the excavation shapes that give 
optimized performance in terms of stress distribution and stability. The method 
is validated and compared with theoretical solutions. An example of a three 
dimensional case is presented in comparison with a well-known application case. 
Keywords: excavation, cavern, finite element, optimization, evolutionary 
structural optimization, numerical analysis. 

1 Introduction 

Stability is one of the primary considerations in an underground excavation 
design in rock masses. The stability of a rock structure is usually dependant on a 
number of factors, including the rock mass strength, supporting system and the 
shape of the excavation. In underground rock structure construction, the rock is 
used as a structural material which is subjected to massive stress regime change 
due to exaction. The shape of the excavation influences the stress distribution 
around the excavation, which in turn affects the stability of the excavation. In 
addition to satisfying the intended functional requirements of the excavation, it is 
important to select a propitiate excavation shape that gives the maximum 
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stability. The shape optimization for an underground excavation in rock masses 
seeks to achieve the best performance based on stress regime change and the 
rock structural stiffness in a design domain. 
     The evolutionary structural optimization (ESO) techniques were originally 
developed by Xie and Steven in the 1990s [1], and recently were further 
developed into a Bi-directional evolutionary structural optimization (BESO) by 
Huang and Xie [2]. The original ESO method was based on the assumption that 
an optimal structure can be obtained by gradually removing all “inefficient 
materials” from the design domain. The “inefficient materials” are defined as 
those possess the least influence on either stress distribution or stiffness of the 
design domain. The design domain can be modelled by a finite element mesh 
with given boundary conditions and constraints. An example of such a finite 
element model is shown in Figure 1. The more recent bi-directional evolutionary 
structural optimization (BESO) method allows inefficient materials to be 
removed and at the same time to add new materials to the model. The BESO 
techniques significantly improve the efficiency of the optimization process. Both 
2 or 3 dimensional models can be built for the optimization process using the 
ESO or BESO methods. 
 

 

Figure 1: Two dimensional finite element mesh. 

     In the optimization process, an optimization criterion has to be used for 
determining the level of efficiency of each element. Both stress and stiffness can 
be used as criteria for the evolutionary optimization process. In the initial stage 
of the ESO/BESO procedure, a conventional finite element mesh is established 
to model the design domain. When stress is used as the optimization criterion, 
the ESO/BESO will evoke a routine to exam the stress levels of each element in 
the design domain. Elements with stresses below the predetermined stress level 
are recorded as inefficient elements and subsequently removed from the finite 
element mesh. As this evolutionary procedure is repeated for each updated mesh, 

Simulated verticalin-situ stress 

Simulated horizontal 
In-situ stress 

Design domain 
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more and more inefficient elements are removed from the mesh, so the 
remaining shape of the finite mesh evolves towards optimum. Full details of the 
ESO procedure using the stress criterion approach are described by Xie and 
Steven [1] and Ren et al. [3]. When stiffness is used as the optimization criterion, 
the ESO/BESO examines the effect of each element on the global stiffness. 
Elements in the design domain with low influence on the stiffness are deemed to 
be inefficient elements and are subsequently removed from the design domain 
(Huang and Xie [2]).  
     In 2004, Ren et al. [3] applied the ESO techniques to underground excavation 
and achieved interesting results. In an attempt to seek the optimal shape of an 
underground excavation, Ren et al. [3] adopted a full stress design strategy, i.e. 
the whole design domain is fully stressed. This is simulated in the finite element 
model by applying confined stresses equivalent to the vertical and horizontal in-
situ earth pressures (see Figure 1). 

2  Rock mass material model and optimization based on 
stresses around excavation 

Unlike manufactured materials, rocks are natural materials which can be highly 
variable. It is often practically difficult to adopt an appropriate constitutive 
material model for rock analysis, as the stress-train behaviour of rock is affected 
by its inherent geological discontinuities, such as beddings and faults. A number 
of material models for rock analysis have been developed over the years, the 
most commonly adopted material models include the conventional Mohr–
Coulomb and Hoek-Brown models for the civil and mining industries. The 
earlier work on the shape optimization for underground excavation by Ren et al. 
[3] was limited to linear elastic model due to the limitation of computing power 
and ESO techniques available at the time. Recent advancement in PC computing 
power and the development in the BESO analytical efficiency have allowed for 
non-linear analysis to be carried out for better simulation of the rock mass 
behaviour. 
     In a traditional excavation design, a simple shape with an arched roof is 
usually adopted. It is always desirable to obtain a fully optimized shape within 
given constraints that would lead to stable excavation. Hoek and Brown [4] 
provided useful guidelines for underground excavation design based on stress 
distribution around certain excavation shapes.  
     Ren et al. [3] used the Von Mises stress as optimization criterion. At the 
initial stage of the optimization procedure, the finite element model was analyzed 
with an initiation void in the centre of the design mesh (Figure 1). The initiation 
void created initial stress change in the design domain so that the ESO routines 
could screen the stress levels in each element and apply an optimization criterion 
to eliminate those inefficient elements based on Von Mises stress: 

 ])()()[(5.0 222
133221  vm  (1) 

where σ1, σ2 and σ3 are principal stresses. 
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     The Von Mises stress (σvm) was used in the optimization process as the 
optimization criterion. Elements which sustained a lower level of Von Mises 
stresses are regarded as inefficient in contributing to the global strength of the 
structure and hence were eliminated from the design domain. Some interesting 
shapes were produced using the Von Mises stress criterion approach. Figure 2 
shows an example of optimized shape at an underground tunnel intersection. 
Figures 2(a), 2(b) and 2(c) illustrates the evolutionary process at iteration 15, 30 
and 50 respectively.  
 

         
(a) Iteration 15 (b) Iteration 30 (c) Iteration 50 

Figure 2: Example of evolution optimization process for a 3D finite element 
model. 

3 Optimization based on stiffness criterion 

When an excavation and its surrounding rock mass is considered as the design 
domain (Figure 3), the stiffness of the design domain is dependant of the shape 
of the excavation under the given constrains. The rationale behind the stiffness 
based optimization is that the higher global stiffness indicates a stable design 
domain, i.e. a stable rock structure. The optimization process aims to create a 
shape of excavation that would give the highest possible rock structure stiffness. 
Normally, the overall stiffness of a structure K is inverse measure of the mean 
compliance C, which is defined by the total strain energy of the structure or the 
external work done by applied loads [2]: 

 fKu    (1) 

where K is the global stiffness matrix; f is the force vector and u is the 
displacement vector. 
     If element i is removed from the design domain, the stiffness matrix change 
is: 

 
iKKKK  *   (2) 
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where K∗ is the stiffness matrix of the resulting structure after the element is 
removed and Ki is the stiffness matrix of element i. The change in global 
stiffness as a result of the removal of element i can be indexed by: 

 
ii

T
i uKuC

2

1
  (3) 

where ui is the displacement vector of the element i. 
 

 

Figure 3: Stiffness optimization in rock mass excavation design domain 
(quarter model). 

 
     The equation (3) indicates the sensitivity of the mean compliance as a result 
of the removal of the element i, which equals to its elemental strain energy.  
     The evolutionary procedure for stiffness optimization is performed by 
checking the sensitivity of each element in the following way: elements in the 
close vicinity of the excavation with lower sensitivity as determined by Equation 
(3) would imply less efficiency in terms of contributing to the global stiffness; 
whereas, elements with higher sensitivity could be regarded as efficient elements 
for the rock structure. The optimization routines are designed to remove the 
lower efficiency elements in the finite element model in accordance with the 
predefined optimization criterion defined by Equation (3).  
     The process of removing elements in a finite element mesh is reminiscent of 
the underground excavation activity (see Figure 2), although the sequence of 
removal may be different. The optimized shape of the excavation is obtained 
when the pre-determined control parameter such as dimension of excavation or 
prescribed volume of removal is reached. 
     The full description and details of the ESO/BESO methodology are given in 
[1] and [5]. The following discussion will mainly focus on the application to 
underground excavation through illustrated examples. 
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4 Boundary conditions for underground excavation model 

For an underground excavation at depth of z, the vertical stress σv is given by: 

 σv = γ z (4) 

where γ is the unit weight of overlying stratum. 

     The simulated vertical stress as shown in Figure 1 can be defined using 
equation (4). The horizontal boundary stress σh can be estimated from: 

 σh = k σv = k γ z  (5) 

where k is the ratio of horizontal stress to the vertical stress. 

     The value of k is affected by local geological conditions. Hoek et al. [6] 
suggested that the k value for rock mass can be estimated by equation:  

 k = 0.25+7Eh (0.001+1/z) (6) 

where Eh in GPa is the average deformation modulus of the rock mass.  

     Equation (4) to (6) can be used to generate boundary stress conditions for the 
finite element models. 
     For a simple 2-D case, due to symmetry, only a quarter of the finite element is 
required to be analyzed as shown in Figure 1. 

5 Optimization model validation 

Under a conventional stress conditions such as the one shown in Figure 4, it is 
not hard to find a theoretical solution for the optimal shape of an excavation 
under vertical and horizontal stresses. 
 

 

Figure 4: Optimal shape of an underground excavation is an elliptical 
opening with axial lengths matching the in situ stress ratio. 
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     In a biaxial stress field, the tangential boundary stresses (σA and σC) at the end 
of the axes of an elliptical opening (see Figure 4, where “W” denotes the length 
of the horizontal axis, “H” is the length of the vertical axis of the elliptical void) 
are given by equations: 

 
hyyA H

W   )(2   

 
yhhC W

H   )(2   

when σA = σC, we have: 

 
H

W

v

h 

  (7) 

     It can be seen from equation (7) that the tangential boundary stresses are 
identical when the axis length ratio (aspect ratio) of an elliptical opening is 
matched to the in-situ stress ratio. 
     Figure 5 shows the optimized excavation shapes under various vertical and 
horizontal stress ratios, and Figure 6 illustrates the resulting optimized 
excavation for a 3 dimensional finite element model using the ESO procedure.  
 

           
 
(a) Optimal shape for 
in-situ stress ratio 1:1  

(b) Optimal shape for in-
situ stress ratio σy / σh 
=1/2 

(c) Optimal shape for 
in-situ stress ratio σy / 
σh =1/3 

Figure 5: Optimal shapes obtained from ESO procedure under various stress 
ratios, indicating that the optimal shape for a given stress condition 
is elliptical opening with axial lengths matching the in-situ stress 
ratio. 

     From Figures 5 and 6, it is evident that the ESO derived shape gives identical 
answer to theoretical solutions, where the optimal shape of an excavation is in 
the shape of an oval with axis length ratio matching the in-situ stress ratio. 
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Side 1 

 

Side 2 

 

Side 3 

In situ stress ratio 3:2:1 
(Side1: 2: 3) 

Aspect ratio = 1:3 Aspect ratio = 1:2 Aspect ratio = 2:3 

Figure 6: Optimized shape in 3 dimensional finite element models. 

6 Application examples and discussions 

To illustrate the applicability of the ESO/BESO techniques to underground 
excavation shape optimization, a model involving two excavations adjoining at a 
right angle are considered. This model can simulate tunnel intersection in rock 
masses. The 3-D model is subjected to vertical and horizontal confined stresses 
which can be represented by underground in-situ stresses. Figure 7 shows a 
processed image of the optimized shape of the excavation using Von Mises 
stress criterion. It is interesting to note that ESO/BESO method can generate 
rather practical configurations for an underground rock structure, which has 
close resemblance to one of the well-known Swedish Stockholm metro stations 
as shown in Figure 8. The similarity between the model in Figure 7 and the 
Stockholm metro station as photographed in Figure 8 suggests that the rock 
structure design for the Stockholm metro station is not only aesthetically 
pleasing but also structurally optimal in terms of stress distribution and stability.  
     The ESO/BESO method is a useful tool in providing optimization solutions to 
real engineering problems with complex geometries and stress constrains. From 
the above discussion and demonstration, the following observations are made: 

 The shape of excavation in rock mass can be optimized based on stress or 
stiffness of the rock structure. 

 Optimized rock structures are theoretically more stable and require less 
support, and consequently lead to economical design.  

 The ESO/BESO techniques are capable of handling complex rock 
structures and in-situ stress regimes. 

 The ESO/BESO provides an alternative ways of forming an underground 
cavity based on prescribed constrains, such as vertical and horizontal 
stresses, function requirements, optimization criteria and material 
properties. 
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Figure 7: Optimized shape of an excavation at a tunnel intersection based on 
Von Mises stress criterion. 

 

 

Figure 8: Stockholm metro system, Sweden is constructed in solid rock, a 
fine example of excavation in rock mass (photo courtesy of  
R. P. Young). 

     From a number of experiments, it is apparent that optimized shapes derived 
from the ESO/BESO method are optimization criterion dependent. The shape 
obtained using the Von Mises criterion is different from that using stiffness 
criterion. The meaning of “optimum shape” in the context of ESO/BESO may 
not be truly “the optimum” in strict mathematical sense; rather, it should be 
taken as the shape optimized to stress or stiffness according to the adopted 
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criterion. More research is required as to which optimization criterion should be 
used for a specific design problem. 
     The significance of the ESO/BESO method applying to rock exaction lies in 
the fact that it is able to derive a geometrical shape that has been subjected to a 
filtering process eliminating inefficient elements in terms of stress or stiffness. 
The resulting shape of the excavation can be taken as the optimized one that 
gives better stability and consequently economical and safe underground rock 
structure. 
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Software with a graphical interface for  
design optimization of prestressed concrete 
launched bridges 

A. N. Fontán, S. Hernández & F. J. Tsao 
School of Civil Engineering, University of A Coruña, Spain 

Abstract 

A computer code aimed to produce optimum design of prestressed concrete 
launched bridges during construction phase is presented in this paper. The 
software provides the least cost design for a prestressed concrete bridge 
constructed by incrementally launching procedures, searching simultaneously for 
the optimum cross-section dimensions and the prestressing forces of the concrete 
deck, as well as the most adequate characteristics of the launching nose. The 
code incorporates the complete set of constraints considered in the Spanish code 
of practice for this type of structure. The software features an advanced graphical 
interface to provide a user friendly communication. This graphical environment 
allows managing multiple projects simultaneously. The benefit of considering 
the numerical optimization instead of design rules, established by well known 
bridge designers that can be found in the literature, has been demonstrated by 
authors in previous publications. In this paper an application example is 
presented to make clear the capabilities of the code. 
Keywords: structural optimization, structural design, incrementally launched 
bridges, concrete bridges, launching nose. 

1 Introduction 

The Incrementally Launching Method (ILM) is a common construction 
procedure for medium span prestressed concrete bridges that consist of building 
a deck by segments on the ground and advancing the already-built deck portion 
periodically over the piers until reaching its final position in a similar way to an 
extrusion [1–4]. 

Computer Aided Optimum Design in Engineering XII  177

 
 www.witpress.com, ISSN 1743-3509 (on-line) 
WIT Transactions on The Built Environment, Vol 125, © 201  WIT Press2

doi:10.2495/OP120161



     Incrementally launched bridges base their economical advantages on not 
requiring falsework to support the deck during their construction, although a 
series of auxiliary elements are required: a casting yard, launching devices and a 
launching nose, which is a light structure normally made of steel, attached ahead 
of the front part of the deck as an extension allowing to reduce the stresses 
produced in the cantilever configuration of the concrete girder during launch. 
     Also, during the construction of a concrete launched bridge it is necessary to 
consider a prestressing force without eccentricity, known as centric prestressing. 
The objective of this active reinforcement is to limit at the same time the tensile 
stresses at the top and bottom extreme fibres of the deck, since due to the 
launching process, any cross-section will have to support both positive and 
negative bending moments during launch, while passing over a support or the 
middle of a span. 
     Surprisingly, the design of launched bridges is usually carried out by trial and 
error. 

2 Optimization of launched bridges 

Several strategies can be followed to improve the construction process of an 
incrementally launched prestressed concrete bridge. The first alternative is to use 
traditional methods to design the launching nose, but does not guarantee the best 
possible solution. Another possibility is to use more sophisticated and powerful 
methods, using mathematical optimization tools to determine the best 
dimensions of the launching nose, the deck cross-section and the centric 
prestressing forces. 
     The conventional design method basically consists of modifying an initial 
design by trial and error until a final design is satisfying enough. This process of 
trial and error does not guarantee achieving the best possible solution and is 
necessarily limited to a low number of trials. The conventional methods have 
been used by several authors [5–8] to improve the design of the launching nose 
and obtain the minimum bending moment in the deck. 
     A first approach to optimize the launching nose of a launched bridge is to use 
a parametric model and assume as the optimal length of the launching nose that 
minimizes the maximum stresses in the deck [9, 10]. Using this approach shows 
that certain assumptions for the conventional design procedure are not justified. 
Furthermore, the use of trial and error methods may lead sometimes to error and 
produce inaccurate results. In any case, it is necessary to consider adequate 
relations between nose and deck for the results of a parametric optimization of 
the launching nose to be feasible. 
     To avoid the limitations of the conventional method or parametric models it is 
necessary to consider a more general methodology to optimize the construction 
of a prestressed concrete launched bridge. 
     This research work proposes a global optimization strategy, solving a 
structural model for both the nose and deck that simulates the entire launching 
process and considers the actual geometrical and mechanical characteristics of 
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the deck and the launching nose, using practical design criteria and taking into 
account the real problems that engineers usually find. 
     With this new formulation, the optimization of a launched bridge is not 
limited to improve the launching nose design, but extended to obtain at the same 
time the more appropriate values of the dimensions of the deck cross-section, the 
launching nose and centric prestressing forces to minimize the total cost of the 
nose and deck. This paper presents the computer application vPULO so that this 
approach is feasible in terms of time and resources consumption. 
     This code allows us to generate the structural models of the continuous beam 
(nose-deck set) for each instant during launch, to analyze the worst internal 
forces during the construction using matrix analysis and to perform the iterations 
needed by the optimization algorithms to obtain the optimum launched bridge in 
terms of construction costs. The code is managed through a friendly graphical 
user interface to input data and output results. 

3 Description of the software vPULO 

vPULO code is organized into blocks shown in the flowchart of Figure 1, which 
in turn are divided into other modules, responsible for solving specific tasks. 
 

 Data Entry 

Definition of Parameters

Definition of Design Variables Bounds

Introduction of Bridge Data

Definition of Optimization Features

Definition of Initial Design

 Model Generation 

Generation of Numerical Model

Matrix Analysis

Generation of dxf File

Storage of Extreme Forces

Calculation of Objective Function and Constraints

 Optimization using DOT 

Optimization Method

Modified Design

Optimum
Design

NO

YES

Optimum Final Design  

Figure 1: Flowchart of the program vPULO. 
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     The general characteristics and the initial design of the prestressed concrete 
launched bridge are defined in the first block. The second block is responsible 
for generating and analyzing all structural models to be considered during the 
launching process. Finally, the third block deals with optimization tasks using 
the commercial code DOT [11]. 
     The calculation engine has been developed in Fortran 77, by calling the DOT 
functions for the optimization process. The graphical environment for pre and 
post-processing has been made by an object-oriented development in C++ with 
free programming libraries, Qt for window management, and Qwt for insertion 
and manipulation of graphics post-processing. 

3.1 Model definition 

The distribution of bridge spans is constant with length L, except for the end 
spans with k·L. 
     The bridge deck has a constant height H and hollow box cross-section with 
flanges, where top and bottom slabs and two inclined webs have constant 
thickness, respectively es, ei, ea (Figure 2). 
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Figure 2: Box cross-section with flanges. 

     In order to control the stresses in the front end of the deck, a launching nose is 
considered to be made up with a pair of reinforced beams with solid web and 
variable height (Figure 3). Both of them are I-beams with constant thickness and 
linearly variable web height. At the joint with the deck, the launching nose has 
the same height as that of the deck H, while at the front end, its height es hN. The 
two beams of the launching nose must be strongly stiffened and braced between 
them to avoid any instability. Neither stayed front system nor temporally piers 
are considered. 
     For the launching of the concrete girder, a centred straight constant 
prestressing is needed, that produces only axial compression on the beam. 
Because bending forces are bigger at the front end of the deck than the rest, a 
larger centric prestressing (Pf, frontal centric prestressing) is used for the first 
segments than for the rest of the bridge (Pd, dorsal centric prestressing). The 
designer must define the number of the foremost segments with larger 
prestressing. 
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Figure 3: Cross-section and side view of a generic launching nose. 

     The most appropriate segment length is one half of the regular span  
(Figure 4). The segments of the end spans have different length. 
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Figure 4: Supports of the structural model. 

     After defining all the supports and segment sizes for the deck, all the 
intermediate configurations and sectional forces for the nose-deck system during 
launch can be determined precisely. 
     In the model, the considered loads during the construction phase are the self-
weight of the deck and the diaphragm of the nose-deck joint, the centric 
prestressing, thermal gradients and a possible overload acting uniformly on the 
full length of the girder. According to the Spanish construction codes [12], the 
following criteria must be satisfied for the calculation of the prestressed concrete 
bridge deck: 
 

- dimensioning the deck for limit state of decompression, 
- dimensioning the web for limit state of shear, 
- checking the cross-section for limit state of bending and longitudinal forces, 
- checking the deck for serviceability limit state of deformation. 
 

     Therefore, the limit states of decompression and shear are taken into account 
for dimensioning. For a later study, it will be necessary to define passive 
reinforcement and parabolic prestressing to suit the above requirements. 
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     Taking into account an intense level of execution control, due to a semi-
industrial production, and considering the partial safety factors for the loads 
during transitory stage (construction phase), it is possible to calculate all the 
required load combinations. Only eight load combinations are necessary to 
obtain the worst sectional forces for the previously mentioned limit states. 

3.2 Numerical model generation and analysis 

During the construction process, from the time when the launching nose is 
placed on the sliding area and the first deck segment is concreted, until the 
complete girder reaches its final position and the launching nose is removed, the 
nose-deck system goes through an infinite number of different static 
configurations. 
     In order to obtain the maximum forces that the deck experiences during this 
process, it is necessary to solve a numerical model of the nose-deck system in the 
worst configurations. To simulate the complete constructive process of a 
launched bridge, a specific computer code was created, which generates 
numerical models for all the representative situations during the launching phase. 
     Later, these models are calculated with an original matrix structural analysis 
module based in linear elastic theory and that considers variable cross-section. 
This software solves sectional forces adequately considering the contribution of 
the launching nose to the behaviour of the nose-deck system by evaluating 
correctly the inertial variation of the nose. 

3.3 Formulation of the optimization problem 

The proposed formulation considers that the objective function is the sum of the 
total construction cost of the concrete deck, the cost of launching nose, and the 
cost of the centric prestressing. 
     The design variables, characteristics of the problem that can be varied during 
the optimization process, are the dimensions of cross-section of the concrete 
deck, the size of the launching nose, and the value of centric prestressing forces 
in the front and back part of the girder, namely: 
 

1. H: height of the concrete deck. 
2. es: thickness of the top slab of the deck cross-section. 
3. ei: thickness of the bottom slab of the deck cross-section. 
4. ea: thickness of the inclined webs of the deck cross-section. 
5. hN: height of the launching nose at its fore end. 
6. LN: length of the launching nose. 
7. tf: thickness of the flanges of the launching nose. 
8. tw: thickness of the webs of the launching nose. 
9. PD: prestressing force in the rear part of the deck. 
10. PF: prestressing force in the front part of the deck. 
 

     The limits of validity and a starting value of each design variable can be 
established using technical criteria and experience from similar previous works 
[1–3]. 
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     The optimization constraints limit the stresses in the deck and the launching 
nose. 
     To satisfy the serviceability limit state (SLS) of decompression in the 
concrete deck, tensile stresses cannot be produced neither in the topmost or 
bottommost fibre of the cross-section for the maximum and minimum bending 
moment of SLS. Moreover, the compressive stresses should be limited in order 
to avoid cracks by excessive compression in concrete. 
     To fulfil the ultimate limit state (ULS) of shear in the webs of the concrete 
deck cross-section, it is necessary to check if the maximum shear force will not 
exceed the shear strength of the webs by both oblique compression and tension. 
     The steel launching nose is dimensioned according to Eurocode 3 [13] by 
limiting the worst normal and shear stresses for ULS. Notice that the cross-
section is variable. 
     The worst case forces are calculated for the 8 load combinations, 
distinguishing between the front and back segments of the deck. Similarly, the 
worst section forces are obtained for the launching nose. Considering all of the 
above, 14 different optimization constraints are generated. 
     Thus, the optimization of a launched bridge results in a problem with 10 
design variables and 14 constraints, which can be considered to be a medium-
size problem, however, it is highly nonlinear for its objective function as well as 
constraints. Therefore, it should be resolved by numerical methods [14, 15] and 
computer applications [11]. Three different optimization algorithms were 
employed: 
 
- Method 1: modified method of feasible directions. 
- Method 2: sequence of linear problems. 
- Method 3: sequence of quadratic problems. 
 
     The internal parameters of DOT are totally configurable such as the 
tolerances to satisfy the constraints, the maximum absolute or relative change of 
the objective function between a certain number of successive iterations to show 
convergence, or the maximum step for the derivates calculations for finite 
difference method. Gradients can be calculated by first forward or central finite 
difference, which is more accurate, but the number of function evaluations is 
almost doubled. 

3.4 Graphical user interface 

A graphical user interface (GUI) has been developed to interact friendly with the 
calculation core. This graphical environment controls the entire program, both 
pre and post-processing, i.e. for data entry and presentation of results. 
     An important feature of the code is that it can process several independent 
models at the same time. This is necessary because the calculation process can be 
long depending on the size of the model and the hardware. It is possible to run 
several problems at once, to compare results of models already solved or simply 
to display results of an example while the program calculates a different one. The 
user is informed when the optimization algorithm reaches the convergence. 
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     This GUI has all the usual functionalities in a computer program with 
windows and menus. In the main window are two tabs: “Projects” and “Results”. 
For multiple projects running at a given time, the first tab manages the data entry 
and the second the obtained results. 

4 Application example 

An example of a launched bridge is solved to demonstrate the operation and 
benefits of the program. The model has total length of 510.4 m divided into 12 
spans as the distribution shown in Figure 5. The rest of the parameters are: 
 

- cross-section: Bs = 12 m, Bi = 5 m, Bv = 3 m, 
- number of deck segments with front prestressing: 4, 
- launching nose: steel S275, 15% additional weight due to bracing and 
stiffening, 
- materials: reinforced concrete HA50, passive steel B500S, active steel Y1770, 
- thermal loads: ΔT- = -3 ºC, ΔT+ = 7 ºC, 

- prices: Psteel = 2 €/kg, Pprestressed steel = 3.1 €/kg, Pconcrete = 90 €/m3. 
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Figure 5: Span distribution of the bridge model. 

     The initial values of the design variables are: H = 3.2 m, es = 25 cm, ei = 25 
cm, ea = 47 cm, LN = 26.4 m, hN = 1 m, tf = 2 cm, tw = 1.5 cm, PF = 45 MN, 
PD = 35 MN. 
     The first step is create a new model from the File menu, and then, in the main 
form the model data are inserted in different windows: “Viaduct geometry, 
longitudinal and transversal” (Figure 6), “Launching nose geometry” (Figure 7), 
“Features of reinforcement”, “Features of materials”, “Loads and construction 
procedure”, “Materials prices”. 
     After entering the model data it is possible to start the analysis. First of all, 
the code checks data for errors. Then, a form is shown for entering the 
optimization parameters of DOT code and finally the calculation is started 
(Figure 8). 
     To view and analyze the results of the optimization process, the user must 
open the tab “Results” in the main window, from where are available the 
following forms: 
 
- Main results (Figure 9). The optimum design and the achieved construction 
cost improvement during the optimization are shown. 
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- Optimization process (Figure 10). Graphics of the evolution of the objective 
function, design variables and constraints during the optimization process are 
drawn. 
- Original project. Initial values of the model before optimization are listed. 
- Optimization parameters. Parameters used by optimization algorithms are 
showed. 
 

 

Figure 6: Form of viaduct geometry, longitudinal and transversal. 

 

Figure 7: Launching nose geometry form. 
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Figure 8: Window of optimization parameters. 

 

 

Figure 9: Main results. 
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Figure 10: Evolution of objective function, design variables and constraints. 

5 Conclusions 

This article presents the simultaneous optimization of the deck cross-section, the 
centric prestressing forces, and the launching nose of prestressed concrete 
launched bridges, using software with graphical user interface. The main 
conclusions are the followings: 
 
- The present techniques for dimensioning of launching noses are based on 

trial and error methods. Therefore, they are inaccurate and can lead to an 
error. 

- Launched bridges are a suitable case for application of structural optimization 
methodologies that can overcome the limitations of conventional design 
methods. 

- The optimization of a launched bridge requires searching simultaneously for 
the most appropriate dimension values of the launching nose and the deck 
cross-section as well as the centric prestressing forces so that the total 
construction cost of deck-nose system will be minimum, with the required 
codes satisfied. 

- The application of numerical techniques to the optimization of launched 
bridge construction allows designers to take better decisions. 

- User friendly software can help in introducing new design techniques. The 
software vPULO, with its graphical user interface makes it easy to obtain the 
optimal solution to the problem studied. 
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Optimization of thick-walled shells based on 
solutions of inverse problems of the elastic 
theory for inhomogeneous bodies  

V. I. Andreev 
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Moscow State University of Civil Engineering, Russia 

Abstract 

An inverse problem of elastic theory for inhomogeneous bodies is normally used 
for identification of the dependencies of a material’s mechanical properties of 
coordinates where the stress state of the body will be specified. It is known that 
in thick-walled cylindrical or spherical shells under internal or external pressure 
the highest stresses are close to the inner surface of the shell. Several solutions of 
inverse problems (depending on the elastic modulus along the radius at which 
the equivalent stress in the shell will be constant) are obtained in this paper with 
the use of conventional strength theories. Corresponding shells could be called 
equal stress shells. If an investigator changes the elastic modulus of the material 
its mechanical properties change as well. It is shown that for some materials the 
investigator can create a model of an equal strength shell with an equivalent 
stress at each point, which is equal to the strength of the material. This paper is 
devoted to creating multi-layered shells in which the elastic modulus in each 
layer is determined by the results of solving inverse problems. 
Keywords: elastic theory, inverse problem, thick-walled shells, inhomogeneous 
bodies, stress state, strength, equivalent stress, multilayer shells, maximum shear 
theory, maximum-strain-energy theory. 

1 Introduction 

The aim is to develop models of thick-walled shells which are close to equal 
strength. The modulus of elasticity of the material, which depends on the radius 
at which the corresponding equivalent stress will be constant at all points of the 
shell [1], is determined with the use of solutions of inverse elasticity problems 

Computer Aided Optimum Design in Engineering XII  189

 
 www.witpress.com, ISSN 1743-3509 (on-line) 
WIT Transactions on The Built Environment, Vol 125, © 201  WIT Press2

doi:10.2495/OP120171



for inhomogeneous bodies for various strength theories. Analytical and 
numerical methods are used for the solution of inverse problems. A special so-
called coefficient of efficiency of design β (the ratio of the maximum limiting 
pressure in an inhomogeneous shell (with the variable modulus of elasticity) to 
the corresponding pressure in a homogeneous shell) is introduced in this paper. 
We use the criterion of strength as given by Batrakov [2] and the model of 
Karpenko [5] for analysis of the corresponding shells. The coefficient β for 
different compositions of concrete and different loading conditions is normally 
within the interval 1.5–2.6.  

2 Ideas 

Fig. 1 shows a cross section of a thick-walled cylindrical shell, loaded inside 
with constant pressure ݌௔ (fig. 1,a). For a homogeneous material (shown by 
dotted lines in fig. 1,b) the stress σ஘ reaches a maximum near the inner contour 
of the cylinder (fig. 1,c), and for a heterogeneous material (solid line), where 
ܧ ൌ  ሻ, the diagram σ஘ aligns more closely to the constant value. The idea ofݎሺܧ
the method of optimizing in the strength of the thick-walled shells consists in the 
creation of such shells from heterogeneous materials. For this purpose we solve 
the inverse problem of elasticity of inhomogeneous bodies for the respective 
shell. The essence of the inverse problem is the following. Assuming that for all 
points of the shell the equivalent stress σ଴, corresponding to a particular theory 
of strength, is constant, we can define the proper function ܧሺݎሻ. This shell is 
called an equal-stress shell. 

 

 

Figure 1: Stress state in a thick-walled cylinder under the action of internal 
pressure. ––– nonhomogeneous material, - - - homogeneous 
material. 

3 The solutions of inverse problems for a thick-walled 
cylinder for two classical theories of strength 

Below for example are the solutions of inverse problems for maximum shear 
theory and maximum-strain-energy theory. 
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3.1 The basic equations 

The solution of the direct problem of the theory of elasticity of inhomogeneous 
bodies in cylindrical coordinates with axial symmetry is reduced to a differential 
equation [1] 

3 1 ν
σ σ σ 0 (1)r r r

E E

r E r E

        
 

 

Here the modulus of elasticity E=E(r). The essence of the direct problem is to 
determine the stress state at a known function of E(r). As mentioned above, the 
essence of solving the inverse problem is to determine the function E(r) in which 
the equivalent stress σ଴ (for each theory of strength its own) will be constant 
throughout the structure. We consider a thick-walled cylindrical shell, where the 
inner radius is equal to a and the external radius is equal to b, with the loaded 
constant internal (pa) and external (pb) pressures. In this case, the boundary 
conditions have the form: 

 ,ar     ;ar p       ,br   .br p  (2) 

3.2 Maximum shear theory 

3.2.1 Option 1 
If circumferential stresses ߪఏ ൐ 0 the principal stresses are defined as follows: 

1 ,   rz2  and r3 . In view of this condition the 

equal-stress state is written in the form constr  0 . Substituting this 

into the equilibrium equation  

 ,0



 

rdr

d rr

 
(3) 

we obtain  

 rr
0

 
(4) 

     The solution of this differential equation is a function  

 Arr  ln0  (5) 

     From the boundary conditions (2) we find the constants A  and 0 :  

 ;
lnln

lnln

ab

bpap
A ab





ab

pp ba

lnln0 



 

(6) 

     From eqn (3) we obtain an expression for  :  

   Ar  ln10  (7) 

     Substituting (5) in eqn (1), we obtain the equation for modulus  :rE   

    0
ln1

2

0

0 



 E

kArkr
E

 
(8) 

where )1/()21( k . 
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     After separation of variables in eqn (8), integrating and using the initial 
condition ( ;ar  0EE  ), we obtain the relationship  rE :  

       
    

k

abba

abba

bpapkakpp

bpapkrkpp
ErE

2

0 lnlnln1

lnlnln1











 . (9) 

3.2.2 Option 2 
Under the action in the circumferential direction ߪఏ ൏ 0 the principal stresses are 
equal: r1 ,   rz2  and 3 . With this in mind the 

equal-stress condition takes the form 0 r = const . In this case we 

obtain a solution that coincides with the solution given in Option 1. 

3.2.3 Option 3 
Under the action in the circumferential direction ߪఏ ൏ 0 the principal stresses 
can be determined also as follows:   rz1 , r2  and 3σ σ .  

With this in mind the equal-stress condition after some changing is the form: 
       kk r 21 const0 . Expressing from this equality   and 

substituting it into the equilibrium eqn (3), we obtain 

 
 

r
k

r
k r

r
02







 
(10) 

     The solution of this differential equation is the function: 

 
 
k

krA k

r
02 




 
(11) 

     We can define constants A  and 0  using the boundary conditions (2): 
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kk

ba

ab

pp
kA
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a

ab
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





20
 

(12) 

     Substituting the stress (11) into the resolving eqn (1) we obtain a 
homogeneous linear differential equation for the distribution of the modulus of 
elasticity: 

 

  01

0



  Er

A
E k

 
(13) 

     After integrating eqn (13), with the condition ( ar  ; 0EE  ) we obtain the 

dependence  rE : 

 

   










  kk ar

k

A
ErE

0
0 exp

 

(14) 

     In fig. 2 diagrams of the dependence  rE  are presented that are calculated 

using the values: 1.01  , ,25.02  4.03  , 2ab , 6ap MPa, 12bp

MPa.  
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     For values of Poisson's ratio 1.01  and 25.02  the dependence  rE  is 

determined by solving the optimization problem for a cylinder corresponding to 
option 3, since the stress relation to this variant is  rz . However, for 

the value 4.03  the solution of the optimization problem for a cylinder 

corresponds to option 1, since the stress relation to that decision has 

 zr , taking into account amendments to the sign of the equivalent 

stress. As follows from fig. 2 the influence of Poisson's ratio for the distribution 
function  rE  is significant. In fig. 3 as an example the distribution of stresses in 

the inhomogeneous (equal-stress) cylinder in the case 25.02   is shown, as 

well as that in a homogeneous cylinder with the same sizes and loads. 
 

                       
 

Figure 2: Distribution of the 
modulus of elasticity 
in the equal-stress 
cylinder.  1 – ν=0.1, 2 
– ν=0.25, 3 – ν=0.4 

 
Figure 3: Stress diagrams in the 

equal-stress cylinder. 
 ––– nonhomogeneous 
material, - - - homo-
geneous material 

     Once again we will underline that the equivalent stress σ0 at all points of the 
cylinder is the same. Thus, we have found the model of the equal-stress 
structure. However, such a cylinder is not equal-strength. To learn how to get the 
model of the equal-strength cylinder we will discuss things further. 

3.3 Maximum-strain-energy theory 

The fourth theory of strength in the coordinate system 1σ , 2  and 3  represents 

the surface of a circular cylinder 

   2
0133221

2
3

2
2

2
1   (15) 

So depending on what type of structure (disk or cylinder) is calculated, the 
configuration of the surface determining the strength of the material of the 
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structure will vary. Therefore, to best present the whole picture it is useful to 
consider separately the calculation of the disk and the cylinder. Below we 
consider the construction of the equal-stress model of the cylinder. 
     The principal stresses in this case are defined by:   rz1 , 

r2  and 3 . In view of this condition of equal-strength (15) can be 

rewritten as 

       constrr  
2
0

22222 12211  (16) 

     The eqn (16) describes an ellipse, so the solution is a necessary search using 
parametric expressions for the stresses: 
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     Substituting into the equilibrium eqn (1) the expression (17), we obtain  
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(18) 

     The solution of this differential equation is a function 
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(19) 

     The constants A , 0  and the parameters a , b   are defined in the general 

case numerically, using the boundary conditions (2). Substituting the stress r  

from (17) and the expression for the coordinate r from (19) into the resolving 
eqn (1), after transformations we obtain an equation for determining the 
distribution of the modulus of elasticity  E : 
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(20) 

     After separation of variables in eqn (20) and integrating with the initial 
condition ( ;a  0EE  ), we find the function  E : 
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where  

k2
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     Given that the parameter k depends on   on the basis of expression (21), we 
can investigate the effect of Poisson's ratio on the character of the distribution 
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function  rE . As a result of the calculation solutions were obtained which differ 

from those shown in fig. 2 by no more than 5%. Stress distributions in a 
nonhomogeneous structure for this theory of strength show similar curves to 
those in fig. 3.  
     This is not surprising since, as we know, the results of the strength of the 
maximum shear theory and the maximum-strain-energy theory in all problems of 
theory of elasticity do not give a contrast of more than 14%. 
     Summarizing the results obtained in section 3.3, it is possible to draw the 
following conclusions. Creating equal stress thick-walled shells is possible by 
changing the modulus of elasticity of the material. Thus, the received solutions 
can be applied to materials for which it should be possible to make modifications 
of the modulus of elasticity of materials. Such materials include fiberglass, 
polymers and other composites.  

4 From equal-stress to equal-strength structures 

4.1 Some mechanical properties of concrete 

In order to build a model equal-strength structure it is necessary that with a 
change of structure of the material its strength changes more slowly than the 
modulus of elasticity. An example would be modified cement concrete. Table 1 
presents the main characteristics of this concrete [2]. Another example is 
polymer concrete filled silica flour [3] (see Table 2). It is evident that in these 
materials with a significant change in modulus of elasticity the strength varies 
slightly.  

Table 1:  Mechanical properties of concrete with the addition of microsilica. 

№  
Quantity microsilica in 
the concrete mix, kg/m3 

Prizm strength 
,bR МPa 

Elasticity 
modulus 

410, 
bE MPa 

1 - 42,5 3,62 
2 116 44,0 3,01 
3 142 38,0 2,16 

Table 2:  Mechanical properties of polymer concrete filled silica flour. 

№  
Level of filling 

silica flour 
Prizm strength 

,bR МPa 

Elasticity modulus  
410, 

bE MPa 

1 - 142 3,10 
2 50 146 4,50 
3 100 160 7,10 
4 200 148 10,5 
5 300 132 13,7 
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     For the correlation of strength and stiffness properties of the material the 
dependence  R f E   is introduced which allows agreement amongst 

themselves of the strength and deformation characteristics of the material. This 
function approximates the experimental data for the selected material. Using this 
dependence, we can solve the inverse problem to model the equal-strength 
structure. Nevertheless the structure may not be equal-stress, but the condition of 
equal-strength is ensured by the equality of the equivalent stress σ଴ at each point 
of the body to the strength of the material R  at this point.  

4.2 The inverse problem for an equal-strength cylinder  

This section describes the method of optimization of a cylindrical thick-walled 
shell of polymer-concrete based on the criterion of the strength of P. Balandin. 
This condition is confirmed experimentally for concrete in the field of all-round 
non-uniform compression [4]. The strength condition of P. Balandin in the 
coordinate system 1 , 2  and 3  represents the surface of a paraboloid of 

revolution. Given the fact that the compressive stresses are contained within it 
with a minus sign, this expression is written as follows 

      ,321133221
2
3

2
2

2
1 btbbtb RRRR  (22) 

where bR  is the design strength of concrete under axial compression (prism 

strength), and btR  is the design strength of concrete under axial tension. Since 

the concrete works poorly in tension it is possible to put 0btR  in (22). The 

application of this provision greatly simplifies the solution of the optimization 
problem. With this simplification expression (22) can be rewritten as:  

     0321133221
2
3

2
2

2
1  bR  (23) 

     In concrete, as follows from [5], in the limit state under the action of 
compressive stresses Poisson's ratio can reach values close to 0.5. Therefore, for 
further calculations we take . Assuming that the cylinder is in the plane 
strain conditions, the principal stresses can be determined as follows: 

  rz1 , r2  and 3 . With this in mind, the strength 

condition (23) takes the form: 

       05.175.05.175.0 22   rbrr R  (24) 

     Eqn (24) describes a parabola in the implicit form, so the solutions need to be 
presented as a parametrical expression for the stresses r  and   [6]: 

    .25.05.0,25.05.0 22   bbr RR  (25) 

     The relationship between the strength and the rigidity properties of the 
material is given by 

5,0
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 bb ER   (26) 

where the coefficients   and  are determined on the basis of experimental data. 

In solving the problem, we use the condition that the Poisson's ratio 5,0 . 
From this it follows that in the plane strain condition 

 r  (27) 

     Substituting (27) into the condition of compatibility of the strain components, 
we obtain the equation 

 02 



 

rdr

d

 
(28) 

     The solution of eqn (28) is the expression 

 
2
0

r




 
(29) 

where 0  remains unknown. 
     To obtain the dependence of the modulus of elasticity of concrete bE from the 

radius we will use the expression for the strain   

   r
bE

  1
1

 
(30) 

     Substituting into (30) the value of Poisson's ratio 5.0 , and the expression 
(29), (25) and (26), after transformations we obtain  
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(31) 

     Substituting (26) and (31) into eqns (17), we obtain expressions for the 
stresses in terms of the parameter   
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(32) 

     After substituting (32) in the equilibrium eqn (3) after transformations we 
obtain the nonlinear differential equation 
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(33) 

where  is a constant defined by the expression 

 

 
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(34) 

0
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     Here a ,  0
bR  and  0

bE  are the initial (at ar  ) values of the parameter  , 

the design strength of concrete under axial compression and the modulus of 
elasticity of concrete. Equality (34) is obtained by substituting the following 
quantities into (30): 

 5.0 , 
3
0

a


 ,  0

bb EE  ,  

 

   2
0

4125
12 aa

b
r

R
 , 

   2
0

41
12 a

bR


 
(35) 

To solve eqn (33) used the Runge-Kutta fourth order method. 

4.3 Calculation example  

Below, the solution for the thick-walled cylinder using the method given above 
on the basis of V. Paturoyev's experimental data [3] is presented. 
     The calculation was carried out using the following basic data: 

  40 101.3 bE MPa,   0.1410 bR MPa, , 6.1ab , 5.0 . To 

determine the coefficients in the formula (26), we applied the standard 
mathematical functions of MathCAD 13, so therefore we obtained the following 

values: 7.126 MPa and 4106.4  . 

     For the first three lines of tab. 2. Fig. 4 shows the approximating dependence 
for polymer-concrete as well as the experimental points for which it is built. 
 

   
 

Figure 4: The relationship 
between strength and 
modulus of elasticity 
of polymer-concrete. 

Figure 5: Stresses in an equal-
strength polymer-concrete 
cylinder. 

 
     The solution of (33) is obtained by the Runge-Kutta fourth order method for 
the initial value of the argument 071.3a . The final value of the argument 

222.2b . The values of the pressures on the cylinder are: 1.549ap MPa 

5.1ba pp
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and 0.366bp MPa respectively. The value of pressure ap  is found as follows. 

In the expression for the normal radial stress from (32) we substitute the values 
of the constants   and , the value of the parameter a , and also the value

ar  . As a result we find 1.549)(  arr MPa. Using the first of relations 

(2) we find the value ap  specified above. The pressure  ݌௕ equals 1.5 .ap  

     Stresses r ,   and z  are shown in fig. 5. The resulting load in the equal-

strength cylinder can be compared with the load for a homogeneous structure. By 
condition (24) the greatest equivalent stress is reached at an inner surface of the 
cylinder. For a homogeneous structure the value of the internal pressure ݌௔௛௢௠ 
can be found by the formula 

 

  
 2

02










ss

ssR
p

r

rbhom
a

 

(36) 

where 1rs  and  0
bR  is the value of the design strength of polymer-concrete 

at the point where ar  ,     22222 2 abppbabs ab  . The expression 

(36) is obtained as follows. We denote the stresses in the homogeneous cylinder 
as 

 r
hom
ar sp ;   sphom

a  (37) 

where functions rs  and s  are obtained by solving the Lame problem for a 

thick-walled cylinder under boundary conditions 

 ,r a  .,;1 dsbrsr    (38) 

     Here d is the ratio of the external pressure to the value of internal pressure. 
The design strength is assumed to be constant 

  0
bb RR  . (39) 

     After substituting expressions (37) and (38) into eqn (24) we can find the 

pressure hom
ap . 

     Calculation by formula (36) gives the pressure ݌௔௛௢௠ ൌ213.5MPa. Above, we 
have determined the limit load for the equal-strength inhomogeneous structure 
௔௜௡௛݌ ൌ549.1MPa. To determine the effect of the optimized model of the 
inhomogeneous equal-strength structure we introduce the efficiency ratio 
β ൌ  ௔௛௢௠, which shows how many times the external loads on the body can݌/௔௜௡௛݌
be increased, in comparison with the homogeneous analogue. For the equal-
strength cylinder considered in this section β=2.57. 

4.4 From the model to the structure 

Creating a thick-walled cylinder where the modulus of elasticity varies along the 
radius by a continuous law is rather difficult.  
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     One way of solving the direct problems of the theory of elasticity of 
inhomogeneous bodies is to replace the continuous function ( )E r  with a 

piecewise-homogeneous function. By analogy, the creation of optimized thick-
walled cylinders consisting of several layers is proposed. Thus the modulus of 
elasticity of the material in each layer is determined by solving the inverse 
problem given above in which the continuous function ( )E r  is defined. 

     The solution of the problem for the multilayered cylinder is rather simple. In 
each layer it corresponds to the solution of a Lame problem, and for definition of 
the constants the boundary conditions (2) and the conditions of ideal contact on 
boundaries between layers are used: 
 1,,1;   iririi uu

 
(40) 

where i  is the layer number, u  is the radial displacement, and r  is the radial 

stress. One of the fundamental questions is – how to choose the value of iE  in 

the i -th layer. As shown in the analysis, in order to satisfy the condition of 
strength (23) at all points of the layer it is necessary that iE  is equal to the value 

of ( )E r  at the left edge of the layer.  

     Stresses r ,   and z  for a three-layered cylinder are shown in fig. 6 and 

diagrams of equivalent stresses are given in fig. 7. 
 

                      

Figure 6: Stress distribution in a 
three-layer cylinder. 

Figure 7: Strength Rb (1) and 
equivalent stress (2) in a 
three-layer cylinder. 

     Let us compare the resulting load on the piecewise-homogeneous cylinder 
with a load for a homogeneous structure. Using (36), we can find the value of 
internal pressure: ݌௔௛௢௠ ൌ213.5MPa. Comparing this pressure with the load for a 

piecewise-homogeneous cylinder (  )3(
aa pp 5.391)(  arr MPa) we 

obtain the value of the coefficient effectiveness: β ൌ ௔݌
ሺଷሻ/݌௔௛௢௠ ൌ1.83. 
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     Similar calculations for the cylinder, consisting of four and five layers, give 

the following results: β ൌ ௔݌
ሺସሻ/݌௔௛௢௠ ൌ1.99, β ൌ ௔݌

ሺହሻ/݌௔௛௢௠ ൌ2.09.  
     It is obvious that with increasing number of layers in the cylinder the 
coefficient β will be close to the value β = 2.57, which corresponds to a model 
with continuous heterogeneity. Thus the developed multilayer structures can be 
called close to equal strength. 

5 Conclusions 

In this paper based on solving the inverse problem of elasticity theory of 
inhomogeneous bodies we have developed a method of changing the definition 
of the modulus of elasticity along the radius at which the equivalent stress in a 
thick-walled cylinder at each point is equal to the strength of the material. This 
cylinder is an equal-strength structure. Since in practice to create such a cylinder 
is hard enough, we propose the construction of multi-layer structures, in which 
the modulus of elasticity in each layer is determined by solving the inverse 
problem. This cylinder is close to being an equal-strength structure. 
     Generally, such shells may be formed from various materials (concrete or 
reinforced concrete, steels, polymers, etc.). Practical applications of these shells 
will be the result of collaborative work of specialists in mechanics, chemists and 
technologists. 
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Abstract 

Performance Based Design (PBD) is an iterative exercise in which a preliminary 
trial design of the building structure is selected and if the selected trial design of 
the building structure does not conform to the desired performance objective, the 
trial design is revised. In this context, development of a fundamental approach 
for performance based seismic design of masonry infilled frames with minimum 
number of trials is an important objective. The paper presents a plastic design 
procedure based on the energy balance concept for PBD design of multi-story 
multi-bay masonry infilled reinforced concrete (R/C) frames subjected to near-
field earthquakes. The proposed energy based plastic design procedure was 
implemented for trial performance based seismic design of representative 
masonry infilled reinforced concrete frames with various practically relevant 
distributions of masonry infill panels over the frame elevation. Non-linear 
dynamic analyses of the trial PBD of masonry infilled R/C frames was 
performed under the action of near-field earthquake ground motions. The results 
of non-linear dynamic analyses demonstrate that the proposed energy method is 
effective for performance based design of masonry infilled R/C frames under 
near-field as well as far-field earthquakes. 
Keywords: masonry infilled frame, energy methods, near-fault ground motions, 
pushover analysis, nonlinear dynamic analysis, seismic demand. 
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1 Introduction 

In the recent past, near-field earthquake ground motions with large velocity 
pulses have caused extensive damage to civil engineering structures. Unlike far-
field earthquake ground motion records a ground motion recorded in the near-
field region of a strike-slip earthquake (i.e., near the fault rupture of the 
earthquake) exhibits distinctive short duration long period velocity pulses with 
large peak ground velocities and accelerations [1, 2].  The force based design 
methodology followed by the current seismic design codes may be inherently 
deficient in ensuring the safety of building structures in such cases. In case of a 
masonry infilled reinforced concrete (R/C) framed building with an irregular 
distribution of masonry panels over the frame elevation, the seismic vulnerability 
of the building in the event of near-field earthquakes would be further multiplied. 

2 Research significance 

A review of literature on performance-based seismic engineering (PBSE) of 
building structures indicates that there is no reported research study on 
performance based design of masonry infilled reinforced concrete (R/C) frames 
using the energy approach. Moreover, none of the reported research studies on 
PBD of moment resisting frames using energy methods focus on the seismic 
performance of the frame under the action of near-field earthquakes. The paper 
presents an energy method for PBD of masonry infilled R/C frames subjected to 
near field earthquakes considering the commonly encountered seismically 
vulnerable distributions of masonry infill panels over the frame elevation, such 
as those in which the infill panels are discontinued at the ground level for 
functional purposes (e.g. providing parking spaces at the ground level) thus 
resulting in a ‘soft story’ at that level. One of the objectives of the study is to 
demonstrate the efficacy of the proposed energy method for PBD of masonry 
infilled R/C frames under the action of near-field as well as far-field earthquakes 
considering the influence of the distribution of masonry infill panels over the 
frame elevation on the seismic vulnerability of the frame. 

3 Plastic design of multi-story multi-bay masonry infilled R/C 
frames based on energy balance concept 

Based on the energy balance formulations available in literature [3–7], a plastic 
design procedure is proposed in the present study for the above mentioned PBD. 
The proposed plastic design procedure using the energy balance concept is based 
on the following additional assumptions: 
(i) The plasticity in the R/C frame elements is assumed to be concentrated at the 
plastic hinges for purposes of arriving at the first trial performance based design. 
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(ii) The global yield mechanism of the multi-story multi-bay frame shown in 
Figure 1 (a) that is selected for the formulation of the plastic design procedure is 
the dominant plastic collapse mode of the masonry infilled R/C frame. The 
assumption is realistic if the transverse shear reinforcement in the R/C frame is 
designed and detailed to prevent shear failure of the R/C frame elements due to 
concentrated shear forces induced by the infill panels at the frame-infill interface, 
particularly near the beam-column joints. 
(iii) The stiffness degradation, strength deterioration and hysteretic energy 
dissipation in the infill panels under cyclic load reversals during the earthquake 
may be neglected in the energy based plastic design. The assumption should 
result in conservative design since the lateral strength of the masonry infills is 
neglected in the plastic design process while the lateral stiffness and yield 
deformation of the masonry infilled R/C frame is considered in the proposed 
methodology taking into account the structural contribution of masonry infills. 
     For purposes of deriving the design input seismic energy as provided by 
Housner [4], the design pseudo-velocity (PSV) spectrum can be obtained [Figure 
1(b)] using the elastic design pseudo-acceleration (PSA) spectrum provided by 
the seismic design codes as follows: 

 
ag

T
Sv 2

  (1) 

where, T is the fundamental time period, g is acceleration due to gravity and a  is 
the peak PSA, normalized with respect to g, which can be obtained from the 
elastic design PSA spectrum of the Indian seismic design code [8]. 
     The design seismic base shear and earthquake forces at various levels are 
obtained using equations available in literature [5, 6], based on the assumption 
that the selected global yield mechanism shown in Figure 1(a) is maintained 
during the entire earthquake excitation. For the selected global yield mechanism 
[Figure 1(a)], the assumption may be explicitly incorporated in the design 
process by rewriting the equilibrium equation for the frame as follows: 
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where, in this case, Fi is the design earthquake force at level i evaluated (as 
explained earlier), nb is the number of bays, Mpbr is the common reference plastic 

moment for beams, i  is a factor for proportioning the beam strength at level i, 

Mpc is the plastic moment of the columns at the base. 
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Figure 1: Key components of the energy balance concept: (a) multi bay frame 
with selected global plastic mechanism and (b) pseudo-velocity 
response spectra of the scaled earthquake ground motion records 
and design response spectrum. 
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     The beam proportioning factors i in Equation (2) represents the ratio of the 

plastic moment capacity of beams at level i to a reference plastic moment Mpbr 

for the beams. Assuming suitable values of the proportioning factors i and the 

plastic moment Mpc of the columns at the base, Equation (2) can be solved to 
determine the common reference plastic moment Mpbr for the beams, the only 
unknown variable in the equation. The methodology proposed by Leelataviwat et 

al. [3] was used in the present study to select the beam proportioning factors i  

and the plastic moment Mpc of the columns in Equation (2). 

4 Performance based seismic design of masonry infilled R/C 
frames using the energy approach 

The proposed method was implemented for trial PBD of multi-story multi-bay 
frames considering the representative frame geometries as shown and explained 
in Table 1. For purposes of comparison, the frames are also designed in 
compliance with the prevalent code-specified force based design criteria. 

4.1 Estimation of yield drifts of masonry infilled R/C frames for energy 
based plastic design 

The proposed energy approach requires estimation of the yield drifts of the 
frames, since the yield drift of the frame equals the maximum elastic rotation for 
the yield mechanism of the frame. The yield drifts were estimated in the present 
study by performing a non-linear pushover analysis of the code-compliant 
designs of the infilled frames. The R/C frame with the representative geometry 
[Table 1] was designed in compliance with the force based design criteria 
specified by the current Indian seismic design code [8] for the various practically 
relevant distributions of masonry infill panels over the frame elevation. Figure 
2(a) presents the design dimensions and reinforcement details of the code-
compliant R/C frame. 
     Force-controlled non-linear static analysis (pushover analysis) of the code-
compliant designs of masonry infilled R/C frames was performed by applying an 
incrementally increasing inverted triangular (linear) variation of lateral story 
forces considering the structural contribution of the masonry infill panels. The 
pushover analysis is based on rational and realistic non-linear macro-element 
models for the frame elements and masonry infills [9, 10]. Figure 2(b) illustrates 
the inelastic static lateral force-displacement response determined from the non-
linear pushover analysis of the R/C frame for the different distributions of 
masonry infill. It may be noted that the lateral force and displacement in the plot 
are normalized with respect to the weight and height, respectively, of the frame, 
thus resulting in a plot of the horizontal seismic base shear coefficient versus the 
normalized top drift of the structure. The figure also shows the idealized trilinear 
capacity curves of the R/C frame for the different distribution of masonry infills. 
The point of initiation of the last linear branch of the idealized curves is 

Computer Aided Optimum Design in Engineering XII  207

 
 www.witpress.com, ISSN 1743-3509 (on-line) 
WIT Transactions on The Built Environment, Vol 125, © 201  WIT Press2



identified as the yield point and the corresponding deformation as the normalized 
yield deformation or the yield drift of the frame. It is apparent from Figure 2(b) 
that the distribution of masonry infill panels over the frame elevation 
significantly influences the yield drift of the R/C frame. It can be observed from 
the figure that the different distributions of masonry infill panels over the frame 
elevation considered in the present study may be ranked in the decreasing order 
of yield drift as: (i) bare frame (ii) masonry infilled frame with no infills at the 
ground level (iii) masonry infill frame with partially infilled ground story (iv) 
completely infilled frame. 
 

 

 

Figure 2: Design dimensions and details and capacity curves of code 
compliant r/c frame: (a) dimensions and reinforcement details of 
the code-compliant r/c frame and (b) capacity curves for the code-
compliant masonry infilled r/c frames. 
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Table 1:  Design Variables Computed in Course of the Proposed Energy 
Based Plastic Design Procedure for a Trial Performance Based 
Design of the Masonry Infilled R/C Frames with Target Drift of 
2%. 

Schematics of the 
Frame Elevation 

    

Distribution of masonry 
in fill panels 

Bare Frame 

Infilled Frame 
without Infill 
Panels in the 
First Story 

Infilled Frame 
with Partially 
Infilled First 

Story 

Completely 
Infilled 
Frame 

Assumed Elastic 
Rotation, Φe% 
(Yield Drift) 

0.85 0.7 0.55 0.4 

Structural ductility 
Factor, μs 

 
2.352 2.857 3.636 5.0 

Target rotation, Φt% 
 

2 2 2 2 

Plastic rotation Φp% 
 

1.15 1.3 1.45 1.6 

Time Period, T 
 

0.735 0.63 0.63 0.63 

Ductility Reduction 
Factor, Ru 

 
2.352 2.85 3.636 5 

Modification Factor, γ 0.669 0.577 0.474 0.36 

Weight of Structure at 
any Level i, Wi 

 
234 441 441 441 

Shear proportioning 
Factor, βi 

 
2.08 2.13 2.13 2.13 

Design Base Shear 
Parameter, α 

 
2.942 4.511 11.97 5.55 

Design pseudo-
acceleration (g), a 

 
1.359 1.587 1.587 1.587 

Base Shear coefficient, 
V/W 

 
0.372 0.302 0.227 0.158 

Base Shear, V, kN (kips) 610 (137.1) 933 (209.6) 701.4 (157.6) 490.2 (110.1) 

Plastic moment of 
column, Mpc at base of 

the structure, kNm (kips-
in) 

251   (2220.4) 384   (3396.9) 289.4 (2559.7) 202.2 (1788.7) 

Reference Plastic 
Moment of Beam, Mpbr, 

kNm (kips-in) 
132.1 (1168.8) 197.0 (1742.7) 148.2 (1310.8) 103.5  (915.6) 

Elastic rotation (Yield 
Drift) computed from 
Non-linear Pushover 

Analysis of trial PBD of 
the Frame 

0.88 0.65 0.55 0.51 
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4.2 Energy based plastic design of the representative multi-story multi-bay 
masonry infilled R/C frames for target performance levels 

In order to validate the proposed PBD methodology using the energy approach, 
the R/C frame with the representative geometry shown in Figure 2(a) was 
designed using the proposed energy based plastic design procedure for the 
different distributions of masonry infill panels mentioned in a previous section. 
As the design is performance based, selecting a target drift is the foremost step in 
the design process. The masonry infilled R/C frames were designed for target 
inter-story drifts of 1%, 2% and 4% corresponding to the immediate occupancy 
(IO), life safety (LS) and collapse prevention (CP) performance limit states, 
respectively, in accordance with global acceptance criteria defined by ATC-40 
[11] and FEMA-356 [12]. Table 1 summarizes the values of the salient design 
variables computed using the proposed energy based plastic design procedure for 
a specified target rotation of 2%.  The implementation of the proposed procedure 
is demonstrated in the present paper by selecting a target drift of 2%.  
     As mentioned in Table 1, the assumed elastic rotations (i.e. yield drifts) 
estimated from non-linear pushover analysis are 0.4%, 0.7%, 0.55% and 0.85% 
for the four different masonry infill panel distributions. The target rotation is 
specified as 2% for purposes of performance based design. Thus, the plastic 
rotations are estimated as 1.6%, 1.3%, 1.45% and 1.15% respectively for the four 
cases, respectively. The structural ductility factor was estimated as the ratio of 
the ultimate or target rotation to the assumed elastic rotation of the frame. The 
natural time periods of the masonry infilled R/C frames and bare frame were 
estimated for the trial performance based design of the masonry infilled R/C 
frames by modelling the frame structures as equivalent single-degree-of-freedom 
systems wherein the stiffness of the system is estimated from the idealized 
trilinear capacity curve of the infilled frame obtained from the pushover analysis. 
The yield strength reduction factors for the R/C frames are obtained from the 
structural ductility factors for the corresponding time periods using the 
relationships proposed by Newmark and Hall [13]. The procedure for calculating 
the other design variables of the proposed method has been discussed in the 
earlier sections of the paper. Figure 3 displays the dimensions and reinforcement 
details of R/C frame elements obtained from the first trial of PBD using the 
proposed energy approach for a target drift of 2% for the different infill panel 
distributions 

4.3 Nonlinear pushover analysis of the trial performance based designs of 
masonry infilled R/C frames 

Pushover analyses of the PBDs of the infilled frames were performed to verify 
the elastic rotations (i.e. yield drifts) of the frames that were assumed in the 
proposed energy based plastic design procedure. The yield drifts computed from 
the pushover analyses are also mentioned in Table 1. It is evident from the table 
that the assumed elastic rotations are in close agreement with the computed yield 
drifts. It is also worthwhile to note that the normalized peak lateral forces for the  
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Figure 3: Dimensions and reinforcement details of the r/c frame designed by energy based approach for target drift of 2%. 
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trial performance based designs of the masonry infilled R/C frames determined 
from the pushover analyses show reasonably good agreement with the design 
seismic base shear coefficients obtained from the proposed energy based plastic 
design procedure. 

5 Displacement based seismic analysis of trial performance 
based designs of masonry infilled R/C frames 

In order to evaluate the seismic performance of the frames designed for the 
different target drift levels using the proposed procedure, non-linear dynamic 
analyses were performed using rational and realistic hysteretic models of the R/C 
frame  elements  and masonry infill  panels [10] . The non-linear dynamic 
analysis was performed using eight recorded earthquake ground acceleration 
records and one synthetic accelerogram. The recorded earthquake ground 
motions of Bhuj (India, 2001), El Centro (1940), San Fernando (1971) and Chile 
(1985) earthquakes considered in the dynamic analysis are far-field ground 
motions, while the Northridge (1994), Tabas (Iran, 1978), Erzincan (Turkey, 
1992) and Chi Chi (Taiwan, 1999) earthquake ground motions are near-field or 
near-fault ground motions. All the recorded ground motions used for the 
dynamic analysis were scaled to achieve the same intensity as that of the ideal 
design level (design basis) earthquake specified by the current Indian seismic 
design code. Using the definition of spectrum intensity by Housner [14] the 
synthetic ground motion was artificially generated to be compatible with the 
design response spectrum provided by the Indian seismic design code with an 
intensity equal to that of the ideal design level earthquake specified by the code. 
Figure 1(c) displays the pseudo-velocity response spectra of the scaled 
earthquake ground motion records used for the dynamic analysis. The figure also 
shows the idealized pseudo-velocity response spectrum conforming to current 
Indian seismic design criteria.  

5.1 Results of seismic analysis of code compliant masonry infilled R/C 
frames 

The variations of the peak normalized inter-story drifts in percentage terms over 
the height of the code-compliant designs of the masonry infilled R/C frame 
predicted by the non-linear dynamic analysis is shown in Fig 4(a). It can be 
observed from the figure that the maximum interstory drifts of frame with a 
‘soft’ ground story range from 2.5% to 6%. The maximum inter-story drifts for 
the frame with a partially infilled ground story are marginally lower. In contrast, 
the maximum inter-story drifts of the completely infilled frame ranges between 
1% and 4% for all the earthquake ground motions with the exception of one for 
which the maximum inter-story drift is 6%. The maximum inter-story drifts of 
the bare frame display a similar range as the corresponding completely infilled 
frame. The maximum inter-story drifts for the bare frame lie between 1% and 4% 
for all the earthquake ground motions with the exception of one for which the 
maximum inter-story drift is as large as 8%. Figure 4(a) indicates that the 
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prevalent force based design methodology followed by the current generation of 
seismic design codes largely disregard limitation of inter-story drifts and the 
related seismic damage. 

5.2 Results of seismic analysis of the trial performance based designs of 
masonry infilled R/C frames for different target drifts 

The plots of variation of the peak normalized inter-story drifts in percentage 
terms over the height of the trial PBD of the R/C frame designed for a target drift 
of 2% as predicted by the non-linear dynamic analysis is shown in Figure 4(b). It 
is apparent from Figure 4(b) that the maximum inter-story drifts of the trial 
PBDs of the R/C frame are within the target drift of 2% for all stories with the 
only exception of the bare frame in which the inter-story drift at the top level 
marginally exceeds the target drift. From the results presented in Figure 4(b), it 
can be concluded that the first trials of PBD of the masonry infilled R/C frames 
meet the target performance level for each distribution of masonry infill panels 
considered in the study. Hence, a second trial by refining the design is not 
required for any frame. The figure also shows that the application of the 
proposed procedure is successful in limiting the inter-story drifts within the 
target drift of 2% under the influence of near-field earthquakes as well far-field 
earthquakes. Therefore, it is hypothesized that the proposed performance based 
design methodology using the energy approach can be effectively implemented 
for achieving the desired performance level in masonry infilled R/C frames 
under near-field earthquakes as well. Moreover, further enhancement in seismic 
performance may be achieved by selecting a lower target drift in the proposed 
energy based plastic design procedure, for e.g. a target drift of 1% corresponding 
to immediate occupancy performance limit state. 
 

 

Figure 4: Peak normalized inter-story drifts (%) of the r/c frame designed 
using (a) code specified force based design procedure and  
(b) energy based plastic design procedure for target drift of 2%. 
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6 Conclusions 

The paper presents a plastic design procedure based on the energy balance 
concept for performance based seismic design of multi-story multi-bay masonry 
infilled reinforced concrete (R/C) frames subjected to near-field earthquakes 
considering the commonly implemented distributions of masonry infill panels 
over the frame elevation. The results of non-linear dynamic analyses of the code-
compliant designs of the masonry infilled R/C frames lead to the conclusion that 
the prevalent force based design methodology provided by the current generation 
of seismic design codes is inherently deficient in controlling the inter-story drifts 
and the related seismic damage under earthquake loads. An inherent limitation of 
the force based seismic design criteria specified by the present generation of 
seismic design codes is that the maximum plastic deformations are disregarded 
in the design formulation. The only specification in the seismic design criteria 
that considers the displacement demand on the structure is the check on drift 
limitations, which is accomplished by linear elastic methods. The incentives for 
retaining linear elastic analysis procedures in the current seismic design practice 
may be the simplicity of linear analysis techniques and the prevalent familiarity 
of engineers with force based design. Moreover, the current seismic design codes 
do not provide any explicit recommendations or guidelines that enable the 
engineer to predict the seismic performance of the final design or evaluate the 
margin of life safety achieved by conforming to the code specifications. The 
provision of strength reduction factor in the formulation for seismic base shear in 
the current seismic design codes implicitly assumes that the structure is capable 
of several cycles of inelastic deformation without loss of lateral strength due to 
intrinsic ductility of the structure. However, the force based design formulation 
does not specify any limitation on the maximum plastic drift of the structure. 
     The results of non-linear dynamic analyses of the trial performance based 
designs of the masonry infilled R/C frames with the various practically relevant 
distributions of masonry infill panels over the frame elevation lead to the 
conclusion that the first trials of performance based design of the masonry 
infilled R/C frames meet the target performance level for each distribution of 
masonry infill panels over the frame elevation considered in the study for all 
practical purposes. Hence, a second trial by refining the design may not be 
required for any distribution of masonry infill panels. A more important 
conclusion that can be derived from the results of non-linear dynamic analyses is 
that the application of the proposed energy based plastic design procedure for 
performance based seismic design is equally successful in limiting the inter-story 
drifts of the masonry infilled R/C frames within the specified target drifts under 
the influence of near-field earthquakes. The proposed performance based design 
methodology using the energy approach offers an engineering solution to the 
inverse problem of determining the design dimensions and reinforcement of the 
R/C frame members in a masonry infilled R/C framed buildings that are required 
to achieve the specified performance objective for the building structure for a 
given seismic hazard level. The proposed energy approach is more rational and 
realistic for performance based seismic design of building structures subjected to 
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near-field as well as far-field earthquakes since the approach is based on the 
fundamentals of energy balance. 
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Uncertainty and reliability in aircraft design
and optimization
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University of La Coruña, Spain

Abstract

Aircraft engineering is subjected to many classes of uncertainties due to the lack
of proper definition of loads, behaviour of new materials or even due to the
inaccuracies produced during manufacturing. Because of that, the most advanced
methods of analysis and optimization need to be used during the dimensioning
of aircraft structures. One way to increase the safety level of a design could be
to increase the safety coefficients for load values or material strength, but this
approach would lead to an unacceptable amount of material for the aircraft. More
proper approaches can be applied using probabilistic analysis during the design
phase. In that case, some of the parameters, such as loads, material properties
of manufacturing tolerances are defined as random variables and a probabilistic
analysis is carried out to identify the safety of the design. This approach can be
also enhanced by introducing the concept of design optimization. In that case the
optimum solution for an aircraft structure is obtained even considering the random
nature of some of the design variables. In this paper these methodologies will be
described and some examples of aircraft structures will be presented to show the
potential in real problems.
Keywords: uncertainty quantification, reliability based design optimization.

1 Introduction

Reliability is related with the probability of verifying a certain condition. This is
known as the probability of failure. In a probabilistic analysis, the uncertainties
in the basic magnitudes of the structure are considered directly in the analysis,
changing from fixed quantities to random variables (RV). The limit state function
defines if a design belongs to the failure domain, where the limit state is not
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verified, or to the security domain, where it is (figure 1). If a is the vector of basic
variables which contains the n random variables of the structure, then the domains
are defined as follows:

Failure domain: F = {a | g(a) < 0} (1)

Security domain: S = {a | g(a) � 0} (2)

The boundary between both domains is known as the failure surface or limit
state surface, which generally is an hypersurface of n − 1 dimensions in the n-
dimensional space of basic variables. The safety margin is now defined as a random
variable which can be identified with the value of the limit state function:

M = g(a) (3)

According to this, probability of failure pf is formulated as:

pf = P [g (a) � 0] =
∫

· · ·
∫

g(a)�0

fA (a) da, (4)

where fA (a) is the joint probability density function of all the basic variables
involved in the response of the system. Except in some particular cases, integral
expression (4) cannot be resolved analytically, because of the nonlinearity of
fA (a), and also due to the fact that the number of random variables usually
employed is large, and therefore the dimension of the problem.

The uncertainty quantification methods selected in this work to assess the
reliability of the structure are based on the Taylor series expansion of the limit
state surface. Those methods require information about the value of the limit state
function and its derivatives in the vicinity of the design point. A brief description
of the algorithms is presented next.

2 Reliability analysis methods

2.1 First order second-moment methods

The FOSM or first order second-moment method uses an estimation of the first two
statistical moments of the limit state function evaluated at µA, the point defined
by the mean value of the random variables [1]:

µM = E [g(a)] � g(µA) (5)

σ2M = V ar [g(a)] �
n∑

i=1

n∑
j=1

∂g(µA)
∂ai

∂g(µA)
∂aj

σAiAj , (6)

where µM and σM are the mean value and the standard deviation of the limit state
function, respectively. Reliability index β is defined from equations (5) and (6) as

β =
µM

σM
, (7)
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Figure 1: Failure and security domains.
Figure 2: First order reliability
method.

whereas the probability of failure pf can be obtained as

pf = 1 − Φ (β) , (8)

where Φ is the cumulative distribution function of the standard normal variable.

2.2 First order reliability methods

The FORM or first order reliability method [2] consists in the search of the most
probable point of failure (MPP) in the standardised domain of the random variables
(a′), in order to allow the substitution of the limit state function by its Taylor series
expansion of first order at that point (figure 2),

g(a′) � g(a′
f ) + ∇g(a′

f )T (a′ − a′
f ), (9)

where a′
f , the most probable point of failure, is the point of minimum distance

from the origin to the limit state surface. Geometrically, the method approximates
the limit state surface by the tangent hyperplane at the MPP. Reliability index is
related now to the failure surface, but it is invariant with respect to the formulation
of the limit state function:

β = − a
′T
f ∇g(a′

f )√
∇g(a′

f )T∇g(a′
f )
. (10)
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2.3 Advanced mean value methods

These algorithms assume the approximation of the limit state surface by the
tangent hyperplane at the point µA. The first order expansion is known as AMV:

M = g(a) � g(µA) + ∇g(µA)T (a − µA), (11)

whereas AMV+ is an enhanced first order approximation which starts in µA and
then iterates to obtain an estimation of the MPP (a∗):

M = g(a) � g(a∗) + ∇g(a∗)T (a − a∗). (12)

2.4 Two-point adaptive nonlinear approximation

The two-point adaptive nonlinear approximation (TANA3) is based on an
exponential approximation which uses information of the current iteration k and
also of the previous one k− 1 [3]. According to that, the limit state surface can be
approximated as

g (a) � g (ak) +
n∑

i=1

∂g (ak)
∂ai

(ai,k)(1−ri)

ri

(
ari

i − ari

i,k

)
+
ε2
2

n∑
i=1

(
ari

i − ari

i,k

)2
,

(13)
where the nonlinear index ri and the parameter ε2 are defined as

ri = 1 +
ln
(
∂g (ak−1)

∂ai

)
− ln

(
∂g (ak)
∂ai

)

ln (ai,k−1) − ln (ai,k)
, (14)

ε2 =
2 [g (ak−1) − g (ak)]

n∑
i=1

(
ari

i − ari

i,k−1
)2

+
n∑

i=1

(
ari

i − ari

i,k

)2−

−
2

[
n∑

i=1

a1−ri

i,k

ri

∂g (ak)
∂ai

(
ari

i,k−1 − ari

i.k

)]

n∑
i=1

(
ari

i − ari

i,k−1
)2

+
n∑

i=1

(
ari

i − ari

i,k

)2
(15)

3 Reliability based design optimization

Reliability based design optimization solves the problem of minimizing an
objective function, usually related with the cost of the structure, like the
weight, considering constraints defined in terms of uncertainty. The variables that
characterize the problem can be divided into two types. Design variables, which
are modified in the optimization cycle and random variables, which are the source
of uncertainty.
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RBDO is an active research topic and many authors have contributed so far.
Some interesting references can be found in [4          8].

The formulation of a RBDO problem can be set out in different ways, depending
on where the procedure to evaluate the reliability constraints is connected to
the optimization process. Thus, bi-level or double loop approaches consider the
reliability constraints within the optimization loop. On the other hand, mono-
level approaches replace probabilistic constraints with approximate deterministic
values, converting the double loop in a single loop. Finally, decoupled approach
solves the RBDO problem as a sequence of deterministic optimization procedures.

In this work a double loop framework with a reliability index approach has
been selected as methodology. The algorithm selected for the optimization loop is
sequential quadratic programming

4 Application examples

This section demonstrates the performance of the selected reliability methods
when applied in the context of a design optimization algorithm. Three different
examples are presented. In all the cases, the probabilistic results are compared
with the deterministic results, using in this case the mean values of the random
variables.

4.1 Ten bar truss

Figure 3 shows the geometry of a ten bar truss structure. Two loads of the
same value are applied and modelled with a random variable using a Gumbel
distribution. The mean value is 255.5 kN, and the coefficient of variation (COV)
is 0.15. The material is aluminum, having deterministic values the density and the
Poisson’s coefficient, with 2.77 t/m3 and 0.3 respectively. The Young’s modulus is
considered as a random variable with a normal distribution, with mean 6.895×104

MPa and COV 0.05. Dimensions are deterministic and the parameter L is 9.144
m. The cross section areas are the design variables. They have an initial value of
153.938 cm2, and are constrained by a lower and upper bound, with values of
10.425 cm2 and 216.111 cm2, respectively.

This structure will be optimized by means of minimizing its volume,
considering deterministic optimization and reliability based design optimization.
The maximum displacement in the node 5 is selected as constraint, so the
deterministic problem is formulated as:

minF (x) (16)

subject to:

w5 � wmax (17)

In this case, the maximum displacement allowed on node 5 is wmax = −5.08
cm. When considering reliability based design optimization, the constraints are
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random quantities and the problem is formulated as:

minF (x) (18)

subject to:
βi � βmin (19)

where βmin = 3, which corresponds with a probability of failure of 1.35 × 10−3.

Figure 3: Ten bar truss structure.

Figure 4: Ten bar truss objective
function.

Figure 5: Ten bar truss reliability
constraint.

Figure 6: Convergence  of  design
x7.

Figure 7: Convergence  of  design
x10.variable variable
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Table 1: Ten bar truss results summary.

Method FOSM FORM TANA AMV AMV+ Determ.

x1 216.111 144.240 144.850 162.213 145.584 109.340

x2 10.452 43.625 10.452 10.452 10.452 10.452

x3 166.594 140.847 109.968 130.792 107.569 85.573

x4 109.601 46.627 67.993 76.687 68.750 50.003

x5 10.452 32.147 10.452 10.452 10.452 10.452

x6 10.452 43.604 10.452 10.452 10.452 10.452

x7 58.327 81.734 43.921 47.295 41.798 35.642

x8 159.494 79.664 99.972 114.812 102.393 75.551

x9 151.582 50.421 96.073 109.461 96.462 70.843

x10 10.452 42.456 10.452 10.452 10.452 10.452

F 2.687 2.053 1.794 2.026 1.794 1.389

Iterations 22 22 29 25 23 29

Evaluations 3410 504,406 175,605 4590 197,676 869

As it is shown in figures 4 to 7 and in table 1, TANA and AMV+ methods
reach similar objective function values and AMV has an increase of 13% in its
objective function value with respect to them. In the case of the FOSM method,
the result obtained has an increase of 50% with respect to TANA and AMV+,
due to the differences on the value obtained for the reliability index at the initial
design. As expected, deterministic design converges into a lower value. The most
expensive methods are AMV+ and TANA with 197,000 and 175,000 evaluations,
respectively. The methods requiring less iterations are FOSM and AMV, with 3400
and 4600 evaluations, respectively.

Figure 8: Twenty-five bar 2D truss structure.
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Table 2: Twent five bar 2D truss design variables.

Variable x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13

Initial point 15 0.5 15 0.5 15 0.5 2 0.1 2 2 0.1 0.1 2

Table 3: Twent five bar 2D truss results summary.

Method FOSM FORM TANA AMV AMV+ Determ.

x1 13.350 12.949 12.741 12.564 13.418 12.998
x2 0.100 0.100 0.100 0.100 0.100 0.100
x3 13.535 13.351 13.226 13.207 13.377 12.957
x4 0.434 0.439 0.436 0.432 0.314 0.315
x5 15.367 15.109 15.346 15.850 14.791 14.373
x6 0.100 0.100 0.100 0.100 0.100 0.100
x7 1.828 1.697 1.837 1.827 1.234 1.319
x8 0.100 0.100 0.100 0.100 0.100 0.100
x9 2.381 2.336 2.406 2.461 2.850 2.691
x10 1.741 1.790 1.761 1.748 1.172 1.151
x11 0.100 0.100 0.100 0.100 0.100 0.100
x12 0.100 0.100 0.100 0.100 0.100 0.100
x13 2.305 2.279 2.339 2.397 2.319 2.256
F 0.433 0.425 0.426 0.429 0.421 0.409
Iterations 17 18 17 14 42 30
Evaluations 1050 182,109 58,458 1175 213,441 602

4.2 Twent five bar 2D truss

Figure 8 shows the geometry of a 25 bar 2D truss structure. The load case in study
is composed by five loads applied on the nodes of the lower bars. The value of
these five loads is supposed to be equal, being a random variable with a Gumbel
distribution. The mean value is 286.5 kN, and the COV is 0.1. The material used
in this truss is steel, having deterministic values the density and the Poisson’s
coefficient, with 7.85 t/m3 and 0.3, respectively. Young’s modulus is a random
variable with a normal distribution, with mean 2.1× 105 MPa and COV 0.05. The
dimensions of the truss are deterministic values and the design variables are the
cross section areas of the bars, with the initial values shown in table 2, constrained
by a lower and upper bound, with values 0.1 cm2 and 1000 cm2, respectively. The
maximum displacement allowed on node 10 is -2.5 cm.

-y

-y

-y
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Figure 9: 25 bar 2D objective function.
Figure 10: 25 bar 2D reliability
constraint.

Figure 11: Convergence of design
variable x1.

Figure 12: Convergence of design
variable x4.

As is shown in table 3 and figures 9 to 12, the five reliability methods reach
similar design variable and objective function values, with a slightly higher
objective function value in the case of the FOSM method, with a relative increase
of 2%. The reason of this phenomenon is the different reliability index obtained
with the FOSM method with respect to the others. It is also remarkable the fact that
the deterministic optimization reaches a value only 4% lower. This is due to the
low sensitivity that the loads have with respect to the structural displacements. In
the AMV+ case, as it is shown in figure 9, the number of needed iterations is twice
as much as the other methods, but in the last 30 the algorithm is converging around
the neighbourhood of the solution, so the convergence is similar in all the cases,
reaching acceptable values over the 15th iteration. Focusing now on the number
of needed evaluations, the FOSM and AMV methods are the least expensive, with
only over 1100. TANA follows them with over 58,500 and FORM and AMV+ are
the more expensive, with 182,000 and 213,000, respectively.

4.3 Twent five bar 3D truss

Figure 13 shows the geometry of a 25 bar 3D truss structure. Four loads are applied
in nodes 1, 2, 3 and 6 with components (0.1P, P,−P ), (0, P,−P ), (0.05P, 0, 0)

-y
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Figure 13: Twent five bar 3D truss structure.

and (0.06P, 0, 0), respectively. The value P is taken as a random variable with a
Gumbel distribution where the mean value is 25.58 kN and the COV is 0.15. The
material is aluminum and its properties are the same as in the section 4.1. Design
variables have an initial value of 19.634 cm2, and are constrained by a lower and
upper bound, with values 0.636 cm2 and 50 cm2, respectively. The maximum
horizontal displacement allowed on node 2 in the y axis is −0.889 cm.

In this case, different results are obtained depending on the method (figures 14
to 17 and table 4). TANA and AMV+ methods reach similar objective function
values, 0.213. In the case of the FOSM method the result obtained has an increase

Table 4: Twent five bar 3D truss results summary.

Method FOSM TANA AMV AMV+ Determ.

x1 0.636 0.636 9.638 0.636 0.636

x2 6.406 0.636 8.173 0.636 0.636

x3 21.895 23.312 40.417 23.905 12.332

x4 0.636 1.451 0.636 0.636 0.636

x5 8.132 12.909 23.551 11.583 6.780

x6 6.978 4.953 11.219 5.117 2.709

x7 6.621 1.182 0.839 1.054 0.636

x8 21.895 25.224 50 25.094 13.479

F 0.250 0.214 0.431 0.213 0.115

Iterations 41 47 27 45 58

Evaluations 3051 160,857 2668 153,267 1386

-y

-y
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Figure 14: 25 bar 3D objective Figure 15: 25 bar 3D reliability
constraint.

Figure 16: Convergence of design
variable x2.

Figure 17: Convergence of design
variable x6.

of 17%, but in the AMV case, the objective function doubles those values,
reaching 0.431. The reason is the different reliability index obtained with the
AMV and FOSM method with respect to the others; for the initial point, the
reliability index of each one of those methods has a value of 2.64 and 3.68,
respectively, instead of 4.32 obtained with FORM, TANA and AMV+. This means
that the probability of failure is higher and, therefore, the design variables and,
consequently, the objective function will increase. It is also remarkable the fact
that the FORM method does not reach convergence. As is shown in figure 14,
from 8th iteration starts to oscillate into three cyclical iterations. Deterministic
optimization converges into a result 50% less than the obtained by RBDO.

All the methods reach convergence with a similar number of iterations with
around 45, except AMV that finishes with only 27 iterations. Deterministic needs
58. Also, the most expensive methods, in terms of number of evaluations, are
TANA and AMV+ with 160,000 and 153,000, respectively. The less computational
intensive methods are the FOSM and AMV, with 3000 and 2600 evaluations,
respectively.

function.
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5 Conclusions

In this work, a review of some existing procedures of reliability analysis and their
capabilities has been carried out in a RBDO framework. Three examples have been
used to illustrate the performance of the methods employed in the study. Finally,
some conclusions can be drawn.

As a general conclusion it can be said that depending on the reliability method
used, the results of the RBDO can have slight changes. In particular, FOSM
and AMV methods converge to less accurate values of reliability index than the
other methods. This fact has an influence in the optimization results, which offer
different values for the objective function.

Also, some differences were appreciated in terms of computational cost.
FOSM and AMV are the fastest methods and FORM is the one requiring most
iterations and does not always converge. Finally, AMV+ and TANA offer a good
compromise between accuracy and efficiency.
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Abstract 

Dividing the weld path into multiple seams that are welded sequentially in a 
specific order is one of the most important and cost effective distortion and 
residual stresses mitigation strategies. This is particularly important for welding 
fabrication of thin structures. The number of sequence options resulting from 
reordering seams increases explosively with the increase of the number of weld 
seams. Investigating all sequences using experimental, analytical or 
computational approaches requires substantial expenses in terms of time, 
resources and cost and in many situations is practically impossible. Therefore, 
welding industries tend to opt for small improvement and abandon the search for 
the absolute optimum welding sequence, e.g. the welding sequence that produces 
the absolute minimum welding induced distortion. This paper presents an 
optimization procedure to improving the effectiveness of the search for an 
optimized welding sequence. The optimization procedure is based on the 
principles of genetic algorithms (GA), in which the finite element (FE) analysis 
is used to produce the distortion information and direct the evolution of the GA 
within the optimization. The capability of the optimization procedure to identify 
an optimum welding sequence was demonstrated for the keyhole plasma arc 
welding (KPAW) of two Ti-6Al-4V thin structures, being a flat plate and a 
simplified replica of a portion of an aero-engine casing. The optimization 
procedure developed in this study was capable of minimizing the welding 
induced distortion by up to 55% and of improving the effectiveness of the search 
for an optimized welding sequence by up to 98%. 
Keywords: welding sequence, optimization, genetic algorithms, plasma arc 
welding, finite element modelling. 
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1 Introduction 

Welding generates distortion and residual stresses in structures as a result of the 
effects of shrinkage during cooling [1, 2]. These can lead to unacceptable 
inaccuracies and in-service defects, respectively [3]. A number of design-related 
and process-related mitigation strategies such as weld joint details, clamping, 
preheating and heat input are implemented to counteract this shrinkage 
effects [4].  
     Dividing the weld path into several seams that are welded sequentially in a 
specific order is one of the most important and cost effective distortion and 
residual stresses mitigation strategies [4]. The order (sequence) by which seams 
are welded alters the cooling patterns and as a result alters distortion and residual 
stresses evolution [3]. However, the number of sequences resulting from 
reordering weld seams increases explosively with increasing the number of weld 
seams which makes investigating all possible sequences using experimental, 
analytical or computational approaches substantially expensive [5]. Therefore, 
welding industries tend to opt for small improvement and abandon the search for 
the ultimate optimum welding sequence [4]. 
     Previous research works have implemented various algorithms and methods 
in determining an optimum welding sequence. This includes the neural net 
alogrithm [5], the genetic and evolutionary alogrithm [1, 3, 6, 7] and the elstic 
net method [7]. These were all coded on the basis of the heuristic knowledge of 
welding experts in the robot welding industry while using FE modelling to 
calculate distortion. Distrotion was considered as the criterion determining the 
weld quality in these studies due to the fact that welding sequence has a minor 
effect on the resulting maximum residual stress values [1]. The heauristic 
knoweldge is however unique to the specific welding process of a specific 
structure which makes its emplementation across different welding processes and 
structures less resilient. 
     This paper presents the principles and application of the optimization 
procedure developed for improving the effectiveness of the search for an 
optimum welding sequence of thin structures. The optimization procedure is 
based on the principles of genetic algorithms (GA) and the finite element (FE) 
analysis software SYSWELD is used to produce the distortion information and 
direct the evolution of the GA in [8] within the optimization framework. The 
optimization procedure was demonstrated for the keyhole plasma arc welding 
(KPAW) of three thin Ti-6Al-4V structural components: a flat plate, a curved T-
joint and a simplified replica of a portion of an aero-engine casing. 

2 Principles of optimization using genetic algorithms 

Genetic algorithms searches for an optimized solution by the evolution of the 
existing solution using the mechanics of natural selection and natural genetics 
[9]. That is, if we think of each seam in the welding process as a gene and we 
think of any sets of seams as individuals composed of a string of genes, then GA 
applies genetic operations that results in the evolution of these individuals to 
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produce fitter ones, i.e. optimized solutions. This is achieved by assigning fitness 
parameter to each solution and by selecting the existing optimum ones to go 
through the evolution process; also known as breeding. The three genetic 
operations associated with evolution are demonstrated below:  
 

1. Crossover: Exchanging genes between the fittest breeding parents. 

A B C  A E C
 Crossover  

D E F  D B F 
 

2. Mutation: Rearranging genes within each of the fittest breeding parents.  

A B C  B A C
 Mutation  

D E F  D F E 
   

3. Reinsertion: This involves evolution by replacing parents with offspring. 

GA is an effective tool to use in optimizing the distortion induced by seams 
welding sequence as the solution domain in GA is not limited by restrictive 
assumptions such as continuity and existence of derivatives.  

3 FE modelling of KPAW of thin structures 

The heat input required to establish the keyhole welding mode in plasma arc 
welding process is achieved by forcing plasma arc though a fine-bore nozzle at 
high velocities and high temperatures. KPAW process is superseded by laser and 
electron beam welding processes in terms of the power density these processes 
are capable of producing; KPAW process is however more cost effective and 
more tolerant of joint preparation [10].  
     The finite element models of the KPAW processes of two titanium alloy (Ti-
6Al-4V) based thin structures were used to demonstrate the developed 
optimization procedure; these are a flat plate and a simplified replica of a portion 
of an aero-engine casing ().  
     The FE modelling of these thin structures was based on the work previously 
presented by Deshpande et al. [11] in which the KPAW processes modelling of 
bead on plate of the same material and thickness was developed and validated. 
The FE modelling was carried out using the commercially available welding 
specific software SYSWELD in which a 3D conical Gaussian heat source was 
used to model the heat input. The clamping conditions were defined by 
constraining the three velocity components (Ux, Uy and Uz) of the nodes in the 
clamped areas on the thin structures. Heat transfer by convection and radiation 
were also accounted for. 

Parents Offspring 

Parents Offspring 
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     As illustrated in Figure 1(a), the flat plate has three seams while the aero-
engine casing replica has four seams. Also, the FE modelling of the welding of 
the flat plate does not involve the joining of two separate plates; rather, the heat 
source representing the welding torch was applied along the mid-section of a 
single plate. Hence, distortions in the flat plate are purely generated due to the 
contribution of heating and cooling cycle in addition to clamping conditions. In 
the case of the simplified replica of a portion of an aero-engine casing the FE 
modelling of the welding involves the joining of the outer ring with the inner 
structure represented respectively by the solid and dotted lines as shown in 
Figure 1(b). This was incorporated in the FE model by adding a very thin layer 
(0.25 mm) of “chewing gum elements” at the interface between the two  
 

 
(a) 

 
(b) 

Figure 1: FE modelling set-up for the KPAW of Ti-6Al-4V (a) Flat plate;  
(b) Simplified replica of a portion of an aero-engine casing. 
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structures (Figure 2). These chewing gum elements have no stiffness, hence the 
name, and it undergoes transition from the no stiffness state to the state of taking 
on the mechanical behaviour of the Ti-6Al-4V once their temperature exceeds 
the melting point. This allows for the representation of the local mechanical 
interlocking between the welded structures as a result of the occurrence of 
fusion. 
 
 

 

Figure 2: Interfacing welded structure using chewing gum elements to 
represent fusion. 

 

4 Definition of welding sequence problem 

The seams in the FE modelling of the flat and the simplified replica of a portion 
of an aero-engine casing are of equal length in both cases. While the direction of 
welding each seam can vary, each seam can be welded only once. Therefore, 
each welding sequence consists of a string containing all seams. The total 
number of possible welding sequences is the number of combinations that can be 
made by rearranging the orders and directions of seams. This is demonstrated in 
(Table 1) for the flat plate. As can be seen in Table 1, the order of welding a 
seam is represented by its position in the sequence; being 1st, 2nd, 3rd, etc. and the 
direction of welding a seam is represented by the (+) and (-) signs. 
     The total number of all possible welding sequences can be obtained using 
Equation (1) introduced in [1, 12] in which d is the number of directions for each 
seam (2 directions) and s is the total number of seams (3 and 4). As a result, 
there is a total of 48 and 384 possible welding sequences for the flat plate and the 
simplified replica of a portion of an aero-engine casing.  
 

݀௦ ൈ !ݏ (1)
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Table 1:  Example of welding sequences resulting from rearranging the 
orders and directions of seams in the flat plate. 

Sequence  
No. 

Seams Welding Orders and Directions 
Schematic 

1st 2nd 3rd 

1 +1 +2 +3 

2 -2 +1 +3 

3 -3 -2 -1 

 
     Identifying the absolute optimum welding sequence, i.e. the welding sequence 
that produces the absolute minimum distortion, can only be achieved by 
modelling all possible sequences. This is expensive in terms of computational 
efforts, time and the costs associated with it. Hence, there is a need for an 
optimization procedure to be employed in order to improve the effectiveness of 
identifying a welding sequence that can produce a minimum distortion.  

5 Structure of welding sequence optimization procedure 

The structure of the optimization procedure is composed of two interacting 
elements; genetic algorithms to optimize the search of an optimum welding 
sequence and FE modelling to assess and direct the search for an optimum 
welding sequence. The interaction between GA and FE modelling is developed 
on a MATLAB platform using the structure shown in Figure 3. As Figure 3 
shows, GA is initially coded to create an initial population (parent sequences)  
 

 

Figure 3: Structure of optimization procedure developed on MATLAB 
platform. 

1st 2nd

2nd 1st

3rd 2nd
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which will go through the process of genetic (seam) evolution. These initial 
parent sequences were coded to carry all genes in order to give each gene equal 
opportunity to survive and make it to the next generation. The parent sequences 
coded for the three seams in the flat plate and for the four seams in the simplified 
replica of a portion of an aero-engine casing are shown in Table 2. 

Table 2:  Parent sequences coded to bare all seams. 

 Parent (1) Parent (2) 

Three Seams +1 +2 +3 
 

-1 -2 -3 
 

Four Seams +1 +2 +3 +4 
 

-1 -2 -3 -4 
 

 
     The fitness of each of the parent sequences is then evaluated by calculating 
the distortion introduced by each of the parent sequences to the welded structure 
using FE modelling. This is achieved by the MATLAB code developed to 
modify the FE modelling input files to reflect the welding sequence created by 
GA and to feed the distortion results back to it. Because the distortion in the z-
direction is dominant as shown in Figure 4 for the flat plate, the value of the 
objective function to be minimized in this optimization procedure was defined as 
the maximum displacement in the z-direction (Uz) as shown in Equation (2) 
where i is the ith welding sequence. 
 

||)(

                               

||  )1(

UzmaxiFunObjMin

UzmaxFunObjMin




  (2)

 

 

Figure 4: Displacements profiles along the white dotted line in the x, y and z 
directions in the flat plate. 

     The parent sequences are then assigned a rank on the basis of the distortion 
they induce; that is higher rank for minimum distortion. A new welding sequence 
(offspring welding sequence) is then generated as a result of the breeding of the 
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parent sequences by single gene crossover and single gene mutation. The fitness 
of the new offspring sequence is then assessed and a rank is assigned to it. The 
new offspring welding sequences replaces the parent sequence that has lower 
rank in order to ensure that only fitter parents are contributing to the evolution of 
the new generations, i.e. new optimized sequences. 
     The optimization procedure described above continues until the optimization 
criterion described in Equation (3) is met, where β=0.4; this minimizes the 
distortion by 40% relative to the maximum distortion identified during the 
optimization procedure. The value of β=0.4 was found to be effective in 
identifying an optimum welding sequence for the welds presented in this paper. 
 





))1((

))1((

iFunObjmax

iFunObjmin




 (3)

6 Results and discussions 

Table 3 and Figure 5 show the results of the optimization procedure for the flat 
plate. As can be seen, an optimized welding sequence (-1 -3 +2) was identified in 
accordance with the optimization criterion described in Equation (3) in the fifth 
iteration. The optimized welding sequence produced a maximum absolute 
 

Table 3:  Evolution of the 3 seams welding sequence of flat plate in 
optimisation. 

Iteration Weld Sequence |Uz| (mm) 
1 -1 -2 -3 8.34 
2 +2 +1 -3 6.98 
3 +2 -1 -3 7.65 
4 +2 -3 -1 8.01 
5 -1 -3 +2 3.76 

 

 

Figure 5: Maximum distortions in z-direction for the 3 seams welding 
sequence optimization of flat plate. 
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distortion of 3.76 mm which is less by about 55% of the maximum distortion that 
was produced by sequence (-1, -2, -3) in the first iteration. In this case, the 
optimization procedure was able to minimize distortion by about 55% by the FE 
modelling of 5 sequences out of a total of 48 possible sequences which saves 
about 90% of the time required for the FE modelling of all sequences. 
     The results of the optimization procedure for the simplified replica of a 
portion of an aero-engine casing are shown in Table 4 and Figure 6. The 
optimum welding sequence (+1 -4 +2 -3) was identified in the ninth iteration and 
produced a maximum distortion of 1.27 mm which is about 40% less than the 
distortion produced in the eighth iteration. Identifying an optimized welding 
sequence in the ninth iteration implies that about 98% of time required for the FE 
modelling of all possible welding sequences (384 sequences) was saved while 
achieving 40% reduction in welding induced distortion. 

Table 4:  Evolution of the 4 seams welding sequence of the simplified replica 
of a portion of an aero-engine casing. 

Iteration Weld Sequence |Uz| (mm) 
1 +2 -4 -3 +1 1.96 
2 +1 -4 -3 -2 1.97 
3 +1 -4 -2 -3 1.88 
4 +1 -4 -2 +3 2.05 
5 +2 -3 -1 +4 1.99 
6 +1 -2 +4 -3 1.61 
7 +1 +4 +2 +3 2.00 
8 +2 -4 -1 -3 2.11 
9 +1 -4 +2 -3 1.27 

 

 

Figure 6: Maximum distortions in z-direction for the 4 seams welding 
sequence optimization of simplified replica of a portion of aero-
engine casing. 
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      Figure 7 shows a comparison between the distortions resulting from using 
continuous welding (no seams) and using optimized welding sequence for both 
of the flat plate and the simplified replica of a portion of an aero-engine casing. 
The comparison clearly shows that continuous welding did not result in reduced 
distortion hence validating the concept of dividing weld bead into several seams 
to minimize distortion. 
 

 

Figure 7: Comparison between distortions induced by continuous welding 
and the optimized welding sequences. 

7 Conclusions 

Welding induced distortion can be minimized by dividing the weld bead into 
small seams that are welded in a specific order. Identifying the absolute optimum 
welding sequence requires investigating all possible welding sequences which is 
expensive in terms of computational efforts, time and cost. An optimization 
procedure that was developed on the basis of the integration of GA and FE 
modelling in a MATLAB platform is proposed in this paper to improve the 
effectiveness of the search for an optimized welding sequence, i.e. the welding 
sequence that minimizes welding induced distortion. The optimization procedure 
was applied in the FE modelling of a KPAW of Ti-6Al-4V flat plate that has 
three seams and a simplified replica of a portion of an aero-engine casing that 
has 4 seams. The optimization procedure identified an optimum welding 
sequence that minimized distortion by about 55% in the fifth iteration for the 
former and about 40% in the ninth iteration for the latter. As a result a saving of 
up to 90% and 98% of FE modelling time has been achieved for both welding 
models, respectively. It was demonstrated that the optimized welding sequences 
minimized distortion in comparison to continuous welding. 
     The optimization procedure presented in this paper can be conveniently 
applied to other similar welding processes, such as laser and electron beam 
welding, and can also be coded to minimize other structural parameters such as 
residual stresses. 
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8 Future work 

Figure 8 shows the full-size simplified replica of the aero-engine casing from 
which the portion presented in this paper was extracted. As can be seen in the 
figure, the full-size replica is composed of 12 portions. The distortion 
optimization of one portion presented in this paper is considered as a local 
optimization. Future work will focus on developing global optimization of 
welding induced distortion. That is, optimizing the order by which the 12 
portions are welded to minimize the global distortion of the full-size structure. 
This will improve the robustness of the optimization procedure in solving 
practical welding induced distortion problems required in welding industries. 
 

 

Figure 8: Full-size simplified replica of an aero-engine casing. 
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Application of particle swarm optimization to
the item packing problem

Y.-B. Shin & E. Kita
Graduate School of Information Science, Nagoya University, Japan

Abstract

The item packing problem is a class of optimization problems which involve
attempting to pack items together inside a container, as densely as possible without
the item overlap. This research focuses on the application of Particle Swarm
Optimization (PSO) to the item packing problem in the two-dimensional region.

PSO has the potential solutions of the problem as particles. Particles in the
swarm are updated according to the update rule with the velocity and position
vectors. The position vectors of the item centers are taken as the design variables.
The total number of items is maximized when all items are included inside a
container without the item overlap. In the original PSO, the particle position vector
is updated with the best position in all particles; i.e., global best position, and the
local best position in previous positions of each particle; i.e., local best position.
The present PSO algorithm utilizes, in addition to them, the second best position
in all particles; i.e., global second-best position.

In the numerical example, the present algorithm is applied to the item packing
problem within the two-dimensional region. The region figure is not regular and
the square items are packed in the region. The comparison of the original and the
present PSOs show that the present algorithm can find a better solution than the
original PSO.
Keywords: particle swarm optimization, item packing problem, global best
position, second global best position.

1 Introduction

Evolutionary computations are techniques implementing mechanisms inspired
by biological evolution such as reproduction, mutation, recombination, natural
selection and survival of the fittest; Genetic Algorithms [1–3], Simulated
Annealing [4], Evolutionary Programming [5], Genetic Programming [6, 7],
Particle Swarm Optimization [8, 9] and so on.
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Genetic Algorithms (GA) [1–3] is very popular algorithm in the evolutionary
computations. In GA [1–3], a population of chromosomes of candidate solutions
to an optimization problem evolves toward better solutions by applying the genetic
operators such as selection, crossover, mutation and so on. On the other, Genetic
Programming [6, 7] and Grammatical Evolution [10–12] are designed for the
different object. Their object is to find function representations for the unknown
data sets and computer programs that perform a user-defined task. Particle
Swarm Optimization (PSO), which has been presented in 1995 by Kennedy and
Eberhart [8], is based on a metaphor of social interaction such as bird flocking
and fish schooling. PSO is a population-based optimization algorithm, which
could be implemented and applied easily to solve various function optimizations
problem, or the problems that can be transformed to the function minimization or
maximization problem.

In this study, we will apply PSO for solving two-dimensional packing problems.
Packing problems are a class of optimization problems in mathematics which
involve attempting to pack objects together (often inside a container), as densely
as possible. There are many variations of this problem, such as two-dimensional
packing, linear packing, packing by weight, packing by cost, and so on. We focus
on the two-dimensional packing problems. Popular problems in two-dimensional
packing are to packing circles or squares in a circle or a square. The problems are
studied analytically and the maximum numbers of items are determined [13–15].
The application of PSO for solving packing problem has been presented by some
researchers [16–19]. In this study, we consider that the packing regions have the
arbitrarily shaped region and then, same items are packed in the region without
their overlap. The design objective is to maximize the total number of the items
packed in the region without the item overlap. The position vectors of the item
centers are taken as the design variables. The problem is solved by the original and
the present PSOs. In the PSO, the potential solutions of the optimization problem
to be solved are defined as the particle position vectors. Then, the particle positions
are updated by PSO update rules. In the original PSO, the particle position vector
is updated by the best position of all particles; global best position, and the local
best position in previous positions of each particle; personal best position. The
improved PSO utilizes, in addition to them, the second best position of all particles;
global second-best position [9].

The remaining part of this paper is organized as follows. The PSO algorithms
and the optimization problem are explained in section 2 and 3, respectively. In
section 4, the packing problem in two-dimensional regions is solved. Finally, the
conclusions are summarized again in section 5.

2 PSO algorithms

2.1 Update rule of original PSO

PSO algorithm determines the potential solutions of the optimization problem
as the swarm of the particles. Each particle in the swarm has a position vector
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xi(t) (i = 1, 2, . . . , N ) and a velocity vector vi(t) in the search space at time
t. The particle position vector is defined as the set of the design variables of the
optimization problem. Each particle has memory and therefore, can remember the
best position in search space it ever visited. The satisfaction of the particle i for
the design objective at time t is estimated by the objective function or the fitness
function f(xi(t)).

The position at which each particle takes the best fitness function is known as
the personal best position xpbest

i (t) and the overall best out of all particles in the
swarm is as the global best position xgbest(t). In the original PSO, the velocity and
position vectors of the particle i are updated according to the following formulas

xi(t + 1) = xi(t) + vi(t + 1) (1)

vi(t + 1) = w · vi(t) + c1 · R1 · {xpbest
i (t) − xi(t)}

+ c2 · R2 · {xgbest(t) − xi(t)} (2)

where w is the inertia weight, c1 and c2 are acceleration coefficient, and t is the
iteration time. Besides, R1 and R2 are random numbers in the interval [0, 1].

The inertia weight w governs how much of the velocity should be retained from
the previous time step. Generally the inertia weight is not fixed but varied as the
algorithm progresses. The inertia weight w, in this study, is generally updated by
self-adapting formula as

w = wmax − (wmax − wmin) · t

tmax
(3)

where the parameter wmax and wmin denote the maximum and minimum inertia
weight, respectively. The parameter t and tmax are the iteration step and the
maximum iteration steps in the simulation, respectively.

The parameters c1 and c2 determine the relative pull of xpbest
i (t) and xgbest(t).

According to the recent work done by Clerc [20], the parameters are given as

c1 = c2 = 1.5. (4)

2.2 Update rule with global second-best position

The original PSO have no handling mechanism for avoiding the convergence to
the local optima. Therefore, the new update rule is introduced in this section.

Each particle has three memories and thus, can remember, the global best
position xgbest(t), the local best position xpbest

i (t), and the second global best
position xsgbest(t). The use of the second global bestposition xsgbest(t) attempts
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to search diversity and change movement of particles. The velocity and position
vectors are updated according to the following formulas.

xi(t + 1) = xi(t + 1) + vi(t + 1) (5)

vi(t + 1) = w · vi(t) + c1 · R1 · {xpbest
i (t) − xi(t)}

+ c2 · R2 · {xgbest(t) − xi(t)}
+ c3 · R3 · {xsgbest(t) − xi(t)} (6)

where w is the inertia weight, c1, c2 and c3 are acceleration coefficient, and t is
the iteration time. Besides, R1, R2 and R3 are random numbers distributed in the
interval[0, 1]. The parameter c1 and c2 are taken as the same values in the original
PSO; c1 = c2 = 1.5. The parameter c3 is determined from some numerical
experiments, which is given as c3 = 1.9.

2.3 Algorithm

PSO share the information of xpbest
i , xgbest and xsgbest. Obviously, xsgbest is

worse than xgbest. If only equation (6) is used for updating particle velocity
and position vectors, the results must be worse than that by the original PSO.
Therefore, the present algorithm uses both update rules; equations (2) and (6). The
switching of the update rules (2) and (6) is controlled according to the probability
Ps. The process is as follows:

1. Initialize the position and velocity vectors of particles with random numbers.
2. Set t = 1.
3. For i = 1, 2, · · · , N :

(a) Evaluate fitness functions f(xi(t)) for the particle i.
(b) If f(xi(t)) > f(xpbest

i ), set xpbest
i = xi(t).

4. Find the first- and second-best particles x1 and x2 among xgbest, xsgbest

and xi(t) (i = 1, 2, . . . , N).
5. If x1 > xgbest, set xgbest = x1.
6. If x2 > xsgbest, set xsgbest = x2.
7. Generate random number r in the interval[0, 1].
8. If r > Ps, update the velocity and position vectors of all particles according

to equations (1) and (2), respectively.
9. If r ≤ Ps, update the velocity and position vectors of all particles according

to equations (5) and (6), respectively.
10. Set t = t + 1 and go to step 3 if t ≤ tmax.

3 Packing problem

3.1 Optimization problem

The packing problem can be formulated to maximize the number of items N
included into a two-dimensional polygonal region P .
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The objective function is defined as follows.

max z (7)

The design variables vector is defined as the set of the center position vectors of
all items as follows.

xi = {p1x, p1y, · · · , pk
x, pk

y, · · · , pz
x, pz

y}T (8)

where the vector {pk
x, pk

y} denotes the center position vector of the item k,
The constraint conditions are as follows.

g1(k, P ) = 0 (9)

g2(k, l) = 0 (10)

0.5w ≤ pk
x ≤ W − 0.5w (11)

0.5h ≤ pk
y ≤ H − 0.5h (12)

where k = 1, 2, · · · , z; l = 1, 2, · · · , z. The parameters w and h are item sizes, and
W and H are feasible space sizes. The function g1(k, P ) estimates the inclusion
of the item k in the region P , which is defined as follows:

g1(k, P ) =

{
0 The item k is included in the region P .

1 The item k is not included in the region P .
(13)

The function g2(k, l) estimates the overlap between the item k and the item l,
which is defined as follows:

g2(k, l) =

{
0 The item k and l are not overlapped.

1 The item k and l are overlapped.
(14)

3.2 PSO implementation

When the number of the items z is given, PSO solves the item packing problem
within the packing region without violating the constraint conditions. In the
optimization problem to be solved by PSO, the fitness function is defined as
follows.

f(xi) =
1

1 +
∑z

k=1

{
g1(k, P ) +

∑z,k �=l
l=1 g2(k, l)

} (15)

3.3 Optimization process

The process of the present algorithm is shown in Fig.1 and summarized as follows.
1. z = 0.
2. Set the threshold Ps and the maximum step size tmax.
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Figure 1: Flow chart of the parking problem by using improved PSO.

3. Update the item number by z = z + 1.
4. Perform PSO algorithm:

(a) t = 0
(b) Initialize a particle population with random position and velocity

vectors.
(c) Evaluate the fitness function for each particle f(xi).
(d) Estimate the xpbest

i , xgbest and xgsbest.
(e) If f(xgbest) = 0, go to Step 3.
(f) Generate the random number r in [0, 1].
(g) If r ≤ Ps, update particles by equation (6), otherwise updated by

equation (2).
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(h) t = t + 1.
(i) If t ≤ tmax, return to Step 4c.

5. If g1(i, P ) = g2(i, j) = 0, return to Step 3.
6. Stop by z = z − 1.

4 Numerical examples

The packing region is shown in Figure 2. PSO parameters are listed in Table 1.
Number of particles and maximum iteration steps are specified as N = 200 and
tmax = 2000, respectively. The other parameters are taken as w = 0.9, c1 = 1.5,
c2 = 1.5, c3 = 1.9, and Ps = 0.1.

The results are shown in Figure 3 and Table 2. The average values of the
maximum item numbers are 12.07 in the original PSO and 13.99 in the present

Table 1: Parameters.

Number of particles N = 200
Maximum iteration step tmax = 2000
Update rules parameters wmax = 0.9, wmin = 0.4

c1 = 1.5, c2 = 1.5, c3 = 1.9

Table 2: Comparison of original and improved PSOs.

Original PSO Improved PSO

Average item number z 11.7 12.864

Average CPU time (seconds) 60.754 80.931

Success rate in z ≥ 13 36.8% 73.8%

Figure 2: Packing region.
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Table 3: Effect of parameter Ps in case B.

Ps 0.1 0.2 0.3 0.4 0.5 0.6

Item number 14.1 13.83 13.97 13.76 13.37 13.39

CPU time (seconds) 66.57 77.00 81.80 85.56 95.18 108.65

Figure 3: Maximum item numbers by original PSO.

Figure 4: Maximum item numbers by present PSO.
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(a) z=12

(b) z=14

(c) z=15

Figure 5: Item placements in case of improved PSO.
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PSO. The average CPU time is 35.198 and 65.124, respectively. The success rate
is 19.8% and 75.2%, respectively. The use of the improved PSO can increase the
item number improve the success rate although the CPU time is increased.

Next, the effect of the parameter Ps to the convergence property is discussed.
The maximum number of items and the CPU times for the different parameter Ps

are listed in Table 3. The results show that, at Ps = 0.1, the item number is largest
and CPU time is shortest.

5 Conclusions

Application of Particle Swarm Optimization (PSO) for the two-dimensional
packing problem was presented in this study. It was assumed that the packing
region was not regularly but arbitrarily shaped. The square items were packed in
the region as dense as possible without their overlapping. PSO was applied for
solving the arrangement problem of the items in the region. The original PSO
updates the particle position vectors by two information; the global best position
and the local best position. The present algorithms uses, in addition to them, the
second global best position. The present algorithm was applied for solving the
item packing problem to the two-dimensional concave region. The results were
compared with them by the original PSO. The average values of the maximum item
numbers are 12.07 in the original PSO and 13.99 in the present PSO. Therefore,
the present PSO can find better solution than the original PSO.
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Abstract 

Bionic optimisation strategies have proven to be efficient in many applications 
especially if there are many local maxima to be expected in parameter spaces of 
higher dimensions. In structural mechanics, the central question is whether one 
particular procedure is to be preferred generally or if there are different problem 
types where some procedures are more efficient than others. Evolutionary 
optimisation with some sub-strategies, particle swarm optimisation, and neural 
nets along with hybrid approaches that couple the aforementioned methods have 
been investigated to some extent. These approaches are not uniquely defined, but 
rather imply many variants regarding the definition and selection of next-
generation members, varying parameters of the underlying processes and the 
criteria to switch the strategy. To measure the performance of the different 
approaches some simple test examples have been used. The indicator of the 
procedures performance was the number of individuals which needed to be 
studied in order to come up with a satisfactory solution. As our main concern 
was about problems with many optimisation parameters, artificial neural nets do 
not show sufficient convergence velocities in our class of optimisation studies. 
Evolutionary optimisation, its subclass of fern optimisation and particle swarm 
optimisation prove to be of comparable power when applied to the test problems. 
It should not be disregarded that for all these approaches some experience about 
the optimisation parameters has to be gathered. In consequence, the total number 
of runs or individuals necessary to do the final optimisation is essentially larger 
than the number of runs during this final optimisation. Good initial proposals 
prove to be the most important source for all optimisation processes. 
Keywords: bionic optimisation, evolutionary optimisation, particle swarm 
optimisation, performance, structural mechanics. 
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1 Introduction 

Optimisation deals with the modification of free parameters in given entities in 
order to come up with better values for given objectives or goals. In structural 
mechanics optimisation is often applied by the varying design data, e.g. the 
dimensions of a structure to improve the goal, e.g. to minimize the mass of a part 
or system or to reduce the energy consumption under service conditions.  
     The term “Bionic Optimisation” covers all the methods related to natural 
phenomena by which better variants of a given design are found. This implies 
that most natural processes use optimisation to adapt, survive and reproduce at 
given environmental conditions by better adapting to the situation. As there are 
infinite variants of applying this to technical problems, a strong classification of 
the observed phenomena is required in order to provide some understanding of 
the optimisation processes. 

1.1 Terms and definitions 

Before dealing with the different bionic optimisation strategies, some terms and 
definitions will help establish a common language. Care should be taken when 
reading papers by different authors or schools, as one term may be used for 
different subjects. Most authors accept that for an optimisation:  
- We need a given goal or objective z. 
- The objective z depends on a set of free parameters p1, p2, ... pn.  
- There are defined limits and constraints on the parameters values.  
- Restrictions of the parameter combinations or of derived data like stresses or 

displacements exclude unacceptable or unfeasible solutions. 
- We want find the maximum (or minimum) of z(p1, p2, ... pn).  
     Some discussion of the terms helps to better understand the following 
process.  
• The objective or goal must be uniquely defined. We may not change the 

definition of the goal as this poses a new question and requires a new 
optimisation process.  

• We need to find all parameters and their acceptable value ranges we might 
modify during the optimisation studies.  

• The parameter range is the span of the free parameters’ values given by 
lower and upper limits. 

• The fewer free parameters we need to take into account, the faster the 
optimisation advances. Consequently, accepting some parameters as constant 
reduces the dimension of the solution space and accelerates the process.  

• Restrictions like unacceptable system responses or unfeasible geometry must 
be taken into account. But occasionally restrictions limit the ranges of 
parameters to be searched. Such barriers have the potential to prevent the 
optimisation process from entering interesting regions.  

• Finding the maximum of z(p1, p2, ... pn) is the same process as finding the 
minimum of the negative goal −z(p1, p2, ... pn). In consequence, there is no 
need to distinguish between the search of maxima or minima. 
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1.2 Gradient or derivative based optimisation 

Gradient or derivative based optimisation methods are the most popular ways to 
find improvements of given situations. From an initial position, the derivatives of 
the objective z(p1, p2, ... pn) wrt. The free parameters are determined. Moving 
along this gradient has the tendency to yield local maxima in a small number of 
steps, as long as the search does not start to far away from the local maximum.  

1.3 Bionic optimisation strategies 

Bionic optimisation may be defined by many different approaches. Here we deal 
with some of the most commonly accepted classifications without taking into 
account all the many sub-classifications that might be found in the literature. The 
central approaches we are going to compare are  
- Evolutionary Strategy (ES) [1, 2] - where paired or crossed parents have 
children by the combination and mutation of their properties. These children, or 
some of them, are parents in the next generation (Figure 1). 

 

Figure 1: Evolutionary optimisation: 2 parents 4 kids. 

- Fern Strategy (FS) - which may be regarded as a simplification of evolutionary 
optimisation. Individuals have offspring by mutation only but not by crossing 
properties with other members of the parent generation. 
- Particle Swarm Optimisation (PSO) [3, 4] - where a population drifts through 
the possible solution space. The swarm’s coherence is given by simple rules 
about the velocity of the individuals (Figure 2). 
- Artificial Neural Nets (ANN) [6–8] - where training of the net yields an 
understanding of the solution space and allows the prediction of the system’s 
response to given input. As ANN are not very efficient when applied to problems 
with many free parameters, we do not discuss them here [8]. 

parents 
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Figure 2: PSO, new velocity components of a particle. 

1.4 Measuring the efficiency of procedures 

To quantify the efficiency of the different optimisation strategies, we have to 
introduce a measure that allows us to uniquely define the amount of work 
required to achieve a predefined quality. From some experience we propose to 
use the number of individuals to be analysed before coming close to an accepted 
good value. This requires the knowledge of what a good solution would be, 
which is generally not known as soon as we start studying new problems. 

1.5 Violation of boundary conditions 

In all sequences of parameter sets that are based on random input, violations of 
the restrictions or boundary conditions may occur. Some problems are related to 
the fact that parameter combinations cause unfeasible geometries. Exceeding 
limits on physical responses, e.g. maximum stress or displacement have to be 
taken into account as well. There are different ways to deal with these 
inacceptable parameter sets. 
     The easiest way is to remove all unacceptable individuals from the list and to 
continue to produce members of the respective set until the required number of 
acceptable individuals is found. There is no reason not to use this selection type 
unless the cost of a specific function evaluation is too high to produce a number 
of individuals that may be essentially larger than the number of individuals 
required for the optimisation process.  
     Another way to keep the population near to the feasible range is to punish all 
violation of the given restrictions. A penalty multiplier weights the goal by the 
intensity of the violation. In consequence, punished individuals are less attractive 
for further reproduction, while the non-punished individuals have better chances 
to reproduce. 
 
 

 inertia  cognitive

 social 

 swarm’s best 

 particle’s 
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 new velocity 
  sequences of positions 
  of some particles 
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     A third among many other ideas is to fix the parameters of the individual in 
violation to the border of the allowable space. This may be easily done for 
geometric input, but can be difficult if derived values like stresses or 
displacement are in question. In such cases, a reduction of the difference from a 
good individual’s data may be used. If the parameters change less, the objective 
and the derived values may change less as well, so the violation may be avoided.  
We restrict our present study to the use of penalty functions for violations of the 
restrictions. The geometric input is set to the minimum or maximum value, if the 
randomly produced data exceed the respective limits. For PSO, we invert the 
particle’s old velocity, if it violates given limits in addition to the penalty value. 
This combined approach has the advantage of simple applicability. 

1.6 Hybrid strategies 

In order to accelerate the optimisation process, it is not uncommon to use 
different strategies and to switch between them. This may be very efficient in 
many cases. We could start by using evolutionary optimisation so as to cover a 
region of the solution space and then change to particle swarms as soon as we 
feel we have reached the region of the best proposals [4]. During this study, 
where the main concern is about measuring the speed and efficiency of the 
different strategies, we avoid these hybrid methods, as their inclusion would lead 
to a large and confusing set of combinations and corresponding accelerations of 
the optimisation process. 

2 Application of bionic optimisation strategies 

The description of the approaches in section 1.2 needs to be improved upon to 
impart a qualified understanding of the studies.  
- Individuals are the different elements of the parents and children sets. 
- Generation is one step in the evolutionary processes, given by a set of parents.  
- Mutation is the modification of an individual’s parameters [2]. 
- The mutation radius is the maximum change of a parameter’s value in a 

mutation step.  
     There are many other terms used in conjunction with bionic optimisation. As 
there is no generally accepted vocabulary, users are advised to check meanings 
carefully when reading papers from different authors [1, 2]. 

2.1 Evolutionary Strategy (ES)  

In Evolutionary Optimisation two parents have one offspring by combining the 
properties of their DNA, here the values of the free parameters. This crossed 
DNA is subject to some random modification, the mutation. Some of the 
children will be better suited to adapt to the environmental challenges. Their 
chance to survive is superior to their siblings, so their genetic code becomes  
 
 

Computer Aided Optimum Design in Engineering XII  261

 
 www.witpress.com, ISSN 1743-3509 (on-line) 
WIT Transactions on The Built Environment, Vol 125, © 201  WIT Press2



dominant within the population. Therefore, these better children will be the next 
generation’s parents. Some important things to note are: 
- The number of parents should be sufficiently large to cover some or many 

possible parameter combinations, e.g. 0.55 times the number of parameters. 
- The number of children should be 25 times the number of parents. 
- Pairing selects two individuals to produce one common child.  
- Should the parents survive to be parents in the next generation as well or not? 

Both approaches have their advantages and disadvantages.  
- Crossing, the way by which two parents define the properties of one common 

child, and mutation may happen in different ways [2].  
- The mutation radius may change during the course of the study 
- Selection determines which Children of the current population (including the 

parents or not) should be the parents of the next generation.  
     ES tends to converge to the best solution if there are sufficiently large 
numbers of parents, children and generations and if the mutation radius is rather 
large. The number of individuals to be studied may become very large if the 
values driving the process are not set in a favourable range. Figure 3 plots the 
history of the goal of the three best and the worst parent for example F3 (cf. 
section 3.1). 
 

0 5 10 15 20 25 30 35 40
2.4

2.6

2.8

3

3.2

3.4

3.6

3.8

4

4.2

4.4
x 10

6 goal vs. generation

 generation

go
al

 o
f 3

 b
es

t +
 w

or
st

 p
ar

en
t

 

Figure 3: History of an evolutionary optimisation. 
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2.2 Ferns Strategy (FS) 

Fern Optimisation is derived from the fact that ferns reproduce from the spores 
of one single parent. These spores do not have the same genetic properties as the 
parent. A certain mutation happens as in all duplication of the DNA. 
- We define a limited number of initial designs - the parents - each given by a 

specific set of free parameters p1, p2, ... pn. 
- Each parent has a certain number of children, which are defined by a random 

mutation of their parent’s parameters.  
- This mutation radius may decrease during the course of the study. 
- The best of the children will be the next generation’s parents.  
- This process is repeated for a certain number of generations. 
- Sequences of parents and children which fail to come up with relatively good 

results are removed from the population to accelerate the process. 
- The best individual of all offspring is the proposed optimum of the process. 
     As the solution space increases in size it becomes less probable that the 
coverage of the initial parts is sufficient to find very good designs. For smaller 
dimensions, FS is able to provide interesting results while remaining very easy to 
implement.  

2.3 Particle Swarm Optimisation (PSO) 

Particle Swarm Optimisation [3, 4] follows the observation that many groups of 
living beings have a tendency to behave like a complex being itself. The basic 
assumption of PSO is that the individuals know their position and velocity. In 
addition, they know where their best position during the process has been, and 
where the swarm’s best position in the parameter space has been Then the 
process is defined by the following (c.f. Figure 2): 
- Each individual continues in its direction of travel: the inertia tendency. 
- It tries to return to the best position it ever assumed: the cognitive tendency. 
- It tries to approach the best position for all individuals: the social tendency. 
- These tendencies are weighted by some specific (c) and scalar or vector 

random (r) values and added to the inertia vector [4, 5].  

 socsocsoccogcogcogoldvnew rcrcc ddvv   (1) 

- The particle’s position in the next step is found by adding the new velocity to 
its old position. This corresponds to the definition of a new generation in the 
other approaches. 

 newoldnew vxx     (2) 

     PSO has proven to be very successful if an appropriate set of particles and 
velocity-weighting factors {cv, ccog, csoc} has been used. Unfortunately, PSO has 
the tendency to stick to local minima if these parameters are not well chosen [5]. 
Figure 4 compares the results found at test example F3 for different weighting 
factors, cv, and csoc while the cognitive weight was ccog = 0.1. There is a valley of 
efficient combinations of the coefficients. This valley is limited by steep hills 
indicating less efficient progress and weaker goals achieved by the PSO studies. 
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Figure 4: Dependency of the power of PSO of weighting factors for model 
F3. 

3 Comparing the efficiency of bionic optimisation strategies 

Optimisation is an expensive and time consuming process. We need to 
understand which procedure and which combinations of parameters may lead to 
a good and acceptable result within a reasonable amount of time.  

3.1 Test examples 

Figure 5 depicts the 5 test examples used while Table 1 summarizes their data. 
We want to minimize the mass of the frames by varying the rods’ cross sections 
without exceeding their maximum stresses and displacements. The grid size of 
the examples is 1000 mm except for example 2 where the grid size is 360 inches. 
Example F2 used imperial units (in, kip) the other frames use mm and Newton.  

Table 1:  Data of test problems. 

frame params grid size Amax / Amin E-Mod max dmax 
F1 6 1000 mm 600 / 20 mm2 200 GPa 120 MPa 0.5 mm 
F2 10 360 inch 35 / .1 inch2 10  Msi 25 ksi 2.0 inch 
F3 13 1000 mm 400 / 20 mm2 200 GPa 50 MPa 0.5 mm 
F4 58 1000 mm 400 / 20 mm2 200 GPa 100 MPa 2.0 mm 
F5 193 1000 mm 600 / 20 mm2 200 GPa 450 MPa 20 mm 

 
params:  # of rods in frame 
grid size: horizontal or vertical distance between the nodes 
Amax, Amin: maximum and minimum allowed cross section area of the rods 
E-Mod:  Young’s modulus 
max: maximum allowed stress in rod 
dmax:  maximum allowed displacement of nodes 
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Figure 5: Test frames with loads and supports. 

     To come up with comparable results, we did a series of 20 loops for each 
problem and each strategy to avoid having only one or few very good or very 
bad results. On the other hand, the parameters we used were based on some 
experience with the underlying problems, so the number of runs presented does 
not come from naïvely starting a procedure, but includes some preliminary work 
which is impossible to quantify. 

3.2 Input and results of the test examples 

Table 2 lists the inputs of the test runs used. Table 3 and Figure 6 (individuals 
per loop) summarize the results of the test runs. The most important data are the 
number of individuals analysed to find a sufficient good design labelled as 
‘Individuals [1000]’. The number given multiplied by 1000 gives the total 
number of individuals required to find the proposed design. mean and stddev 
(standard deviation) and best are related to the results of the 20 runs. The ratio of 
the difference between the best and the average result divided by the standard-
deviation (reldev) gives an idea of the stability of the strategy.  

3.3 Interpretation of the results 

ES, FS and PSO prove to be of a comparable efficiency when applied to the 4 
smaller problems (F1, F2, F3, F4). Figure 6 indicates that there might be a nearly 
linear relation between the number of optimisation variables and the individuals 
required to find good proposals. For the largest problem F5 FS displays a 
performance that is essentially weaker than ES and PSO. ES and PSO seem to be  
 

F=1kN F=100 kip F=1    2    4 kN 
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F=1kN

F1                                  F2                              F3
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F5 
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Table 2:  Input parameters used. 

2.1. ES 
model parents kids mut.rad.max mut. Rad. min generations 
F1 10 20 .5 .05 60 
F2 5 10 .5 .05 40 
F3 5 10 .5 .05 50 
F4 50 100 .5 .05 100 
F5 100 200 .5 .05 200 

 
2.2. FS 

model parents kids/par. mut.rad.max mut. Rad. min generations 
F1 10 5 .5 .05 100 
F2 10 4 .5 .05 50 
F3 20 5 .5 .05 100 
F4 100 5 .5 .05 200 
F5 200 5 .5 .05 200 

mutation radius reduced   0% -   25% of generations: rmut = .50 
for ES and FS:   25% -   50% of generations: rmut = .20 
    50% -   75% of generations: rmut = .10 
    75% - 100% of generations: rmut = .05 

 
2.3.PSO 

model particles generations 
F1 10 30 
F2 10 40 
F3 20 80 
F4 50 200 
F5 800 70 

 
of comparable power when applied to the problem class which we discuss. FS 
shows promising results if the number of parameters is not too large, but the 
random search in high dimensional spaces becomes less successful. The scatter 
indicator reldev proposes that PSO has a more stable tendency to find solutions 
near the best while ES and FS show a larger range after the 20 runs.  
     Some knowledge may be gleaned from the results of these series of studies. 
Foremost that optimisation, especially bionic optimisation, is a process that 
consumes large amounts of time and computing power. 
     The results presented in section 3.2 would not have been found without a 
large number of preliminary studies providing experience in the field of 
optimisation of frames. 
     The input characteristics used in the test runs is derived from these 
preliminary studies. For example the selection of the 3 weighting factors {cv, cg, 
cs} for the PSO required some 100 000 runs (Figure 4). The proposal of the 
reduction of the mutation range for ES and FS is the result of many studies as 
well. The proposal to use a number of initial parents in the size of free variables 
for ES and PSO is based on many studies, as well as the idea to use a large 
number of initial parents and a small number of children in FS. 

Weighting factors:  
cv,= 0.08, ccog,= 0.005 csoc= 2.0 
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Table 3:  Results of 20 optimisation runs per problem. 

strategy model mean stddev best reldev Individuals [1000] 

ES F1 1.62e6 .716e3 1.62e6 1.50 12 
 F2 6.33e4 4.50e3 5.47e4 1.90 8 

 F3 2.56e6 6.99e4 2.48e6 1.11 20 

 F4 1.03e7 4.18e5 8.65e6 3.92 200 

 F5 1.98e7 1.07e6 1.58e7 3.65 800 

FS F1 1.66e6 4.49e4 1.62e6 0.81 28 
 F2 6.39e4 4.43e3 5.45e4 2.09 25 

 F3 2.50e6 2.29e4 2.47e6 1.19 46 

 F4 9.91e6 2.77e5 9.39e6 1.86 189 

 F5 2.33e7 4.18e5 2.25e7 2.15 2570 

PSO F1 1.65e6 1.71e4 1.62e6 1.61 6 
 F2 5.87e4 5.61e3 5.15e4 1.27 8 

 F3 2.50e6 2.53e4 2.48e6 1.02 32 
 F4 8.90e6 1.68e5 8.68e6 1.22 200 
 F5 1.54e7 0.18e4 1.53e7 1.70 1120 
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Figure 6: Efficiency of optimisation strategies. 

     One central fact about all optimisation may be learned from Figure 3. If there 
is a good initial design the number of optimisation runs to be done may decrease 
significantly. If an experienced engineer proposes an initial design with a goal of 
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e.g. 2.6 106, we need only 20 generations or 50% of the workload required to 
solve the task with a random initial design. 

4 Conclusions 

The quality of the initial proposals is the most important component of any 
optimisation. If experienced and motivated engineers propose designs that are 
close to the optimal ones there is a good chance that at least a local optimum will 
be found which is not too far away from the best solution possible. If we are 
close to good proposals, gradient methods will improve the parameters in short 
time and at reasonable effort.  
     As soon as we doubt that our initial designs are close to the optimal ones, ES 
or PSO have the capacity to propose of better designs. Nevertheless, the number 
of function evaluations may be large. Which of the two is to be preferred must be 
decided with some preliminary test. Often, the particle swarm shows a faster 
tendency towards the assumed best values, but some examples like those shown 
in Figure 4 indicate that the swarm might have the tendency to stick to local 
maxima like gradient methods.  
     Switching to gradient optimisation if a maximum is approached closely is 
always an interesting option. But experience has to be gathered there as well. 
     In every case, the optimisation of large problems is a time and resources 
consuming process. There is no way to avoid the evaluation of many individual 
solutions and there is no guarantee that the absolute best solution will be found 
at all. 
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