IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received October 21, 2019, accepted November 8, 2019, date of current version November 21, 2019.

Digital Object Identifier 10.1109/ACCESS.2019.2953259

An Improved Retinal Vessel Segmentation
Framework Using Frangi Filter Coupled With
the Probabilistic Patch Based Denoiser

AHSAN KHAWAIJA", TARIQ M. KHAN", (Member, IEEE), KHURAM NAVEED ~,

SYED SAUD NAQVI™, NAVEED UR REHMAN™,
AND SYED JUNAID NAWAZ ", (Senior Member, IEEE)

Department of Electrical and Computer Engineering, COMSATS University Islamabad (CUI), Islamabad 45550, Pakistan

Corresponding author: Ahsan Khawaja (ahsan_khawaja@comsats.edu.pk)

This work was support in part by the Project MEDiCS under Grant ICI-RDO-MoE-KSA-2018.

ABSTRACT Vessel segmentation has come a long way in terms of matching the experts at detection
accuracy, yet there is potential for further improvement. In this regard, the accurate detection of vessels
is generally more challenging due to the high variations in vessel contrast, width, and the observed
noise level. Most vessel segmentation strategies utilize contrast enhancement as a preprocessing step,
which has an inherent tendency to aggravate the noise and therefore, impede accurate vessel detection.
To alleviate this problem, we propose to use the state-of-the-art Probabilistic Patch-Based (PPB) denoiser
within the framework of an unsupervised retinal vessel segmentation strategy based on the Frangi filter.
The PPB denoiser helps preserve vascular structure while effectively dealing with the amplified noise.
Also, the modified Frangi filter is evaluated separately for tiny and large vessels, followed by individual
segmentation and linear recombination of the binarized outputs. This way, the performance of the modified
Frangi filter is significantly enhanced. The performance evaluation of the proposed method is evaluated on
two recognized open-access datasets, viz: DRIVE and STARE. The proposed strategy yields competitive
results for both preprocessing modalities, i.e., Contrast Limited Adaptive Histogram Equalization (CLAHE)
and Generalized Linear Model (GLM). The performance observed for CLAHE over DRIVE and STARE
datasets is (Sn = 0.8027, Acc = 0.9561) and (Sn = 0.798, Acc = 0.9561), respectively. For GLM,
it is observed to be (Sn = 0.7907, Acc = 0.9603) and (Sn = 0.7860, Acc = 0.9583) over DRIVE and
STARE datasets, respectively. Furthermore, based on the conducted comparative study, it is established that
the proposed method outperforms various notable vessel segmentation methods available in the existing
literature.

INDEX TERMS Image denoising, image segmentation, modified Frangi filter, probabilistic patch-based
denoiser, retinal vessels.

I. INTRODUCTION

Vascular segmentation is vital for examining pathologies
inside and around the retinal periphery. These vessels help
differentiate between retinas that are healthy with those suf-
fering from various ocular pathologies such as occlusions,
Diabetic RetinoPathy (DRP), etc. An Ophthalmologist would
have to manually label the vessels of the retina, which is
both time and labor exhaustive. This method is also prone
to human error, emphasizing the need for an automated
computer system capable of segmenting the vessels within
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acceptable ranges of accuracy [1]. A computer-aided diag-
nostic system can be crucial in determining various ocular
pathologies with accuracy and consistency. Such a setup will
lead to ever more capable health care tools in the hands of
medical experts, where it will serve a dual purpose of bet-
ter resource management and automated tracking of disease
progression.

For this purpose, vessels within a retinal fundus image are
labeled using a binary classification process whereby all the
pixels are classified as either a vessel or non-vessel pixel. This
challenging task has attracted considerable research interest
over the years, leading to the development of both super-
vised and unsupervised learning methods. The supervised
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methods require a training regimen for which the ground truth
feedback is highly important and may or may not be readily
accessible. Unsupervised methods, on the other hand, operate
independently of human assistance or prior training, and thus
come with their own set of pros and cons. Automatic ves-
sel detection has reached considerably high accuracy rates,
yet invariably all methods suffer at detecting tiny vessels in
more challenging images with varying sensitivity rates [2].
Complicated vessel geometry and retinal pathologies such
as glaucoma, hypertension, DRP, and Age-related Macular
Degeneration (AMD) further degrade the performance of the
vessel segmentation techniques [3], [4].

Electronic fluctuations and scattering phenomena dur-
ing the fundus imaging process introduce noise within the
acquired image. In this regard, the additive noise is caused by
the system’s electronic components, whereas the scattering
phenomena in laser imaging cause speckle patterns in the
acquired image. These patterns of speckle are characterized
by a multiplicative noise model and cause considerable dete-
rioration of the captured blood vessels, especially the smaller
ones. As a consequence, the process of noise removal is
not alien to the computerized detection of retinal features in
fundus image processing. However, the use of basic noise
removal methods, e.g., Weiner filter, limit their practical use
because of the significant loss of image details (i.e., vessel
endpoints).

This problem of noise is further aggravated by the pre-
processing operations, aiming to extract vessels out of poor
contrast regions in a fundus image. Considerable enhance-
ment in the contrast of the fundus image is crucial for the
effective classification of the vessel and non-vessel pixels.
This, in turn, results in the noise getting inflated, thereby
affecting the efficacy of the subsequent segmentation stages.
Therefore, a substantial improvement in contrast, as well as
noise suppression, is required before segmentation. An image
contrast normalization step paired with a capable denoiser
would help meet the goal of a high sensitivity measure after
segmentation.

Retinal fundus images suffer from both the additive and
multiplicative noise. The additive noise is modeled using
the Additive White Gaussian Noise (AWGN), and the mul-
tiplicative noise is modeled as Rayleigh distributed speckle
noise [5]. These noise artifacts obscure tiny vessels, par-
ticularly in low contrast regions [6] that prevent the effi-
cient detection and segmentation of these small vessels.
Owing to the significance of the problem, researchers have
developed denoising methods exclusively for retinal fundus
images [6]—-[8]. These methods strive to tackle the complex-
ity of simultaneously dealing with both additive and mul-
tiplicative noises by cascading both noise models into the
denoiser [3]. However, these methods have limited applica-
bility because of the loss of too many details through the use
of such complicated denoisers.

Owing to the fundamental nature of the problem of
noise removal, image denoising is a well-studied domain.
Researchers have come up with a wide variety of
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methods [9]-[14] which effectively suppress noise without
losing image singularities. These state of the art methods
yield the highest level of image quality because of the pre-
cise noise and signal models used within these methods.
In this regard, denoising methods specifically employed to
reduce systematic additive noise, generally use the AWGN
model while those designed to tackle speckle noise use
the Rayleigh distribution model. Naturally, the use of these
evolved denoising strategies would be vital in dealing
with the noise in fundus images, whereby the reduction
of speckle patterns is crucial to the detection of small
vessels.

This paper suggests the use of a state of the art
denoiser alongside an unsupervised learning strategy based
on the modified Frangi filter to improve upon the detec-
tion of vessels. The suggested pipelined framework first
employs the Singular Value Decomposition (SVD) for
robust contrast enhancement, followed by equalization
through both Contrast Limited Adaptive Histogram Equaliza-
tion (CLAHE) and Generalized Linear Model (GLM). Subse-
quently, the denoiser takes care of the noise which was further
amplified by the SVD. For that purpose, we propose the use
of the Probabilistic Patch-Based (PPB) speckle denoiser [11]
to fundus images because it ensures the maximum retention
of blood vessels, including the inconspicuous smaller vessels
owing to its complex multi-step procedure.

We classify the vessels into two categories as: large vessels
(with diameters larger than 3 pixels), and small/tiny vessels
(all others). For the purpose of tiny vessel detection, modified
Frangi method (an improved version of the an earlier Frangi
filter) with a larger Gaussian scale is employed as it is based
on an analytic model for the elongated tubular structures. The
vessels with larger width are captured using a smaller Gaus-
sian scale of the modified Frangi method. Towards the end
of large and small-width vessel detection, binary conversion
takes place separately, and the output is linearly combined.
The main contributions are:

o Use of enhancement factor in the modified Frangi to
improve its performance.

o Dividing vessels into two categories and segmenting
large and tiny vessels separately with modified Frangi.

« Denoising large vessels with PPB speckle denoiser.

This research paper is organized into five sections, where
sections II and III discuss the related work and the proposed
method in detail, respectively. Section IV comprises of the
tested repositories and parameters employed to evaluate the
efficiency of this technique. The results of the experiment
and its comparison with other detection techniques are also
elaborated in this section, ending with section V summarizing
the conclusions of this study in terms of the efficacy, pros, and
cons of the method.

Il. RELATED WORK
The analysis of the retinal vessel tree has enjoyed tremendous
focus over the past decade. Researchers have employed a
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wide array of image processing techniques to achieve this
segmentation task, e.g., Pattern Recognition (PR), vascular
tree tracing, model-based (region/edge), etc. PR methods can
further be summarized into two broad classes of either super-
vised (guided) versus unsupervised (self-learning) segmenta-
tion methods. What follows, is a review of the best performing
techniques put forth over the past decades belonging to either
of these two categories.

A. SUPERVISED LEARNING METHODS

These depend upon predefined statistical or morphological
markers from gold standard (expert marked) images to dif-
ferentiate between the vessel and non-vessel pixels. Super-
vised methods evolve the relevant feature markers extracted
from either the local or global data, by training a Neural
Network (NN) or by following an ensemble-based approach
using these expert-marked images. Hence, the availability
of gold standard images is key for supervised methods, and
the lack of availability of such images poses a big problem.
It is also noteworthy that there is a great deal of discourse
even among the experts on the matter of marking the retinal
vessels [15].

Supervised techniques generally outperform their unsuper-
vised competitors solely because they draw their strength
from pre-defined data for training the classifier [16].
K-Nearest Neighbor (KNN) classifier was employed by both
Staal et al. [17] (to identify ridge features) and Niemei-
jer et al. [18] (Gaussian derivatives) during the vascular
segmentation process. Soares [19] used Gabor filter (based
on wavelets obtained at multiple scales), and Gaussian Mix-
ture Model (GMM) classifier for supervised vessel detection.
Roychowdhury et al. [20] presented a three-layered approach
where binarized masks from both the green channel image
and a morphological base image are used to extract the
major vessels. The remaining pixels are classified utilizing
a GMM to carve out the finer pixels, which are eventually
coupled with the major vessels to evolve the overall retinal
vasculature.

As the experiment’s parameters are tuned for better
detection results, this has a substantial impact on unsuper-
vised methods as compared to the more immune super-
vised techniques. Still, all the methods discussed above
suggest better vessel detection outcomes whenever a sim-
ilar hybrid learning approach is deployed. Ricci and Per-
fetti exhibited the same with line operators trained by a
Support Vector Machine (SVM), thereby displaying rea-
sonably good results with both normal and noisy images.
Another more sophisticated technique involves training NN
for solving classification problems such as the one used
by Marin et al. [22]. He used gray-level based features
that were consistent with varying moments. This enabled
the setup to be trained on arbitrary image settings and
databases. Other works such as [23] and [24] demonstrated
the usefulness of a NN, where the pixel classification
depends more on statistical probabilities instead of objective
reasoning.
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B. UNSUPERVISED LEARNING METHODS

These methods exploit the intrinsic characteristics of an
image to look for recurrent features that help differen-
tiate between the foreground and the background. Such
techniques thus do not depend upon the expert marked
images, and work independently of any guidance from the
ground truth images or training data. In the absence of
any manual annotations, vessel segmentation is achieved
by making use of image processing techniques such as
multiple scale-based methods, matched filtering approaches,
mathematical/morphological techniques, and region-growing
methods.

Multi-scale methods make use of scale-space, where the
variations in input image scales are used to segment out
various structures. This attribute finds particular use in vessel
segmentation, as vessels in retina come in vastly varying
orientations and sizes. Main vessel branches are extracted
from the low contrast image, and high contrast versions are
employed for the extraction of tiniest vessels usually located
at the endpoints of the vessel tree. Frangi et al. [25] cou-
pled Hessian vessel width estimator with noise and back-
ground suppression for vessel extraction. The low visibility
vessels were successfully detected right down to branch-
ing angle measurements, with considerable False-Positive
Rate (FPR) reduction as well as salt and pepper noise immu-
nity. Azzopardi and Petkov [26] used a Combination Of
Shifted Fllter REsponses (COSFIRE) function that empha-
sized circular geometric attributes for the detection of vessels
around a focused spatial periphery. This method exhibited
high performance parameters in healthy images but suffered
a high FPR in pathological images.

An innovative retinal vasculature extraction technique
based on a QUARTZ [27] algorithm by Fraz et al., employed
a vascular diameter calculation and curvity measure to trace
out the retinal vessels from the Optic Disc (OD). A percentile-
based threshold is stated by Annunziata et al. [28], which
is coupled with the multi-scale Hessian eigenvalues method
to significantly diminish the FPR, especially in pathological
images. This method excels in images with abnormalities
such as exudates, where a neighborhood estimator with a gap
filling function helps the detection of vessels in and around
these exudates. Emary et al. [29] reported a novel flower
pollination search algorithm geared towards the detection of
the smaller vessels via Fuzzy C-Means (FCM) clustering.
This setup excelled in vessel detection reporting a sensitivity
of 0.9378 and specificity of 0.8994.

Mathematical Morphological (MM) processes involve
probing a selected portion of the retinal image with a little
scanning element referred to as a kernel. This kernel iter-
ates upon all possible locations within the image, infusing
them with excellent immunity against linear and nonlinear
noise by taking influence from nearby pixels. Mendonca and
Campilho [30] presented a pixel processing based Difference
of Set Gaussian (DoSG) function that relied predominantly
on detecting the vessel centerline. Enhancement via line
detector function at varying angles helped the morphological
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reconstruction of varying vessel widths through an iterative
region growing routine.

Fraz et al. [31] introduced bit-plane slicing (based on
morphology) coupled with vessel mid-line identification to
successfully extract the retinal vasculature. The differential
filtering induced noise tolerance to the algorithm in both
normal and pathological images. Sigurdhsson et al. [32] pro-
posed an efficient vessel pixel categorization system based
on path opening filters that efficiently segmented major and
minor vessels with relative noise robustness. The algorithm is
overseen by data fusion operators, followed by fuzzy set the-
ory to recreate retinal vessel tree. Imani et al. [33] extracted
noise-immune retinal vessel attributes through Morphologi-
cal Component Analysis (MCA). A wavelet transform pro-
ceeded by an adaptive thresholding regimen is used to
bifurcate lesion and vessel pixels with a high degree of accu-
racy.

Matched Filtering (MF) techniques contrast a sample
sub-image segment against pre-established filter responses
to label those samples as vessel versus non-vessel pixels.
Vessel isolation is achieved from a 2-D template that probes
for a local matching response against the known optical
entity responses, such as a vessel at multiple orientations.
To make the template effective, the following vessel attributes
are taken into consideration: vessel structural elongation,
branch, crossover points, and the inter-vessel size differences.
Apart from computational complexity, any template or kernel
responds preferably to vessels only when the vessel pro-
file matches the filtered profile of that kernel. A pathologi-
cal image proves to be a challenge where indistinguishable
neighborhood elements cause a spike in false detections.
MF techniques are mostly found effective when used in con-
junction with other detection methods.

Chaudhuri et al. [34] segregated retinal vessel tree by
using a feature recognition operator, relying upon the opti-
cal and spatial traits of a vessel. The cross-sectional area
of a vessel is estimated using a preset number of inge-
nious rotating Gaussian profiles. Twelve assorted kernels,
each turning 15 degrees map the vascular terrain cor-
rectly, classifying between vessel and non-vessel pixels.
Hoover et al. [15] structured a procedure for the vessel iden-
tification employing neighborhood and area-based character-
istics of the retinal vessel tree, followed by iterative threshold
testing. Afterwards, the process is repeated by the inclu-
sion of non-vessels pixels into the test pool. This method-
ology accomplished significant gains, both in the output
true-positive and false-positive rates, as more rigorous testing
of non-vessel pixels proved to be crucial. Al-Rawi et al. [35]
modified the methodology in [34] by making use of a
complete search enhancement procedure based on statistical
threshold limits. Tests on the DRIVE images resulted in a
high accuracy score as optimal characteristics were gauged
under size-based and standard deviation kernels.

Region Growing (RG) techniques are based on vessel
isolation, utilizing comparable pixel traits around a close
vicinity. The effectiveness of such methods depends upon the
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selection of the initial seed point and expansion rules. As the
vessels occur over a broad range of gray-levels, a traditional
manual input of the seed point makes it difficult to accurately
map the vessel structure. If similar thresholds are applied to
the entire seed point population, the rate of region growth
can easily be controlled right up to the narrowest of vessels.
Ahmad Fadzil et al. [36] developed an iterative region devel-
oping methodology utilizing various statistical and morpho-
logical pointers to segment out the vessels. Methods such as
contrast limited adaptive histogram equalization (CLAHE)
coupled with contrast stretching alongside bottom-hat filter
(opposite of a top-hat filter), and a mean filter are employed
to extract the vessel feature markers. RG methods, using
either the seeds or gradients for vascular recreation, help such
methods achieve high performance metrics in both sensitivity
and specificity.

Zhao et al. [37] presented a method that relied on improv-
ing the vessel segregation by means of CLAHE and 2-
D Gabor filter. Vessel extraction is preceded by illumina-
tion equalization to retain the finer edges of small vessels.
Enhanced images are then subjected to RG based on a level
set function to distinguish between vessel and non-vessel pix-
els. Dizdaroglu et al. [38] proposed a progressive zero-level
isometric profile normalization, resulting in high accuracy
and specificity measures. This is more appropriate than other
similar methods, where a structure-oriented region growing
method is used alongside an automated seed point generation.
This setup was tested on publicly available datasets along
with the authors own data set and exhibited equally effective
vessel segmentation for both healthy and pathological retinal
images.

Zhang et al. [39] defined an autonomous retinal segmenta-
tion method using Gaussian derivatives to maintain vascular
orientation ratings, which are later used as the fitness function
for the algorithm. Elongated vessel structures are enhanced
throughout the image, resulting in much improved tiny vessel
segmentation. Vessel identification strategies based on multi-
ple scales, sizes, and orientations help this method score high
in both accuracy and sensitivity parameters. A programmed
seed point selection relying on binary symmetry decision
for each pixel, is presented by Panda et al. [40]. The algo-
rithm hunts for vessel mid-line pixels by means of a novel
Binary Hausdorf Symmetry (BHS) measure followed by seed
placement based on the pixel edge distance from the vessel
mid-line. This method reports the highest vessel detection
accuracy among all RG methods, yet this technique’s main
hindrance is its strong reliance on the state of vessel edges.

Some recent methods such as Soomro et al. [41], use
Principle Component Analysis (PCA) prior to gray-scale con-
version to achieve a considerable improvement in sensitivity.
Varying scales of these components were employed for nor-
malization, followed by anisotropic diffusion to specifically
target narrow vessels. Khan et al. [42] used blob detection
for circular and elliptical shaped objects, based on a set of
necessary conditions adopted for real images. A multi-scale
framework of a Generalized Laplacian of Gaussian (GLOG)
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FIGURE 1. Proposed methodology.

detector is validated by synthetic and real world image sets.
Khan et al. [43] used the multi-scale line detectors aided by
externally fed orientations to align the detector. Sensitivity in
contrast was tackled by a hysteresis threshold as more and
more orientations fields are explored.

Soomro et al. [44] employed Independent Component
Analysis (ICA), where images were treated as random vari-
ables and their pixels as the traits for contrast enhancement.
These traits exhibit a high co-relation probability as two
models ICA1 and ICA2 were simultaneously used to enhance
finer vessels and suppress noise, respectively. Khan et al. [45]
and Shahid and Taj [46] used noise removal and Frangi
filter, followed by raster to vector conversion using the Vessel
Location Map (VLM). These methods reported high detec-
tion accuracy along with faster computation times. Cha-
lakkal and Abdulla [47] used the Fast Discrete Curvelet
Transform (FDCT) coupled with a modified line detec-
tor on DRIVE dataset to achieve specificity and accuracy
of 0.9542 and 0.9735, respectively.

Both the supervised and unsupervised vessel segmentation
methods have seen researchers come up with ingenious ways
to deal with problems such as:

« Uneven illumination during image acquisition.

o Complexity of vascular structures.

« Retinal pathologies.

o Trade-offs between performance parameters such as

sensitivity versus accuracy.

o Limited and unbalanced datasets.

Frangi filter has been the method of choice for numerous
vessel segmentation techniques due to its inherent ability
to hunt for tubular entities within a frame of reference.
The big advantage of this filter is its flexibility towards
larger images, as it incorporates a multi-scale instead of a
fixed-scale approach. However, the main limitations of detec-
tors such as Frangi filter and line detectors, come in the form
of image noise, branching nodes, and vessel crossings which
confuse the segmentation algorithm into generating a higher
number of false-positives [43], [44], [48]. Another drawback
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of Frangi filter is the misclassification of pixels near the
boundary of a vessel, where non-uniform illumination causes
the filter to become weak.

ill. PROPOSED METHOD

The primary objective of this study is efficient vessel segmen-
tation, through improvement in the quality of the input retinal
image by enhancing contrast while keeping the noise artifacts
at bay. The overall methodology can be summarized as:

1) Contrast enhancement of the retinal image utilizing
SVD.

2) Employing CLAHE and GLM on the green channel of
the RGB image.

3) Using the PPB denoiser to mitigate the effects of noise
amplification in contrast enhancement phase.

4) Using the modified Frangi method to segment the large
and small vessels separately for improved vascular seg-
mentation.

Fig. 1 illustrates the overall flow chart of the proposed
technique.

A. COLOR IMAGE CONTRAST NORMALIZATION THROUGH
SINGULAR VALUE DECOMPOSITION (SVD)

Generally, the inherent contrast of an image is unsuitable
for applying more sophisticated image processing techniques.
Especially, the low contrast of the input image affects the
color to gray-scale transformation. This problem domain has
attracted a lot of research interest, as contrast enhancement
leads to more efficient post-processing when compared with
the original image. Global Histogram Equalization (GHE) is
a powerful technique used to stretch the contrast band to fully
utilize the available dynamic contrast range.

Local Histogram Equalization (LHE) is another similar
technique that operates on a narrower contrast band, result-
ing in more target-oriented contrast adjustment. Both these
methods are found lacking in the sense that during the equal-
ization process, the adjustment seldom exceeds the desired
enhancement levels, resulting in the addition of artifacts to
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the original image. This, in turn, deprives the image of its
original look and feel, causing other intermittent problems
in the sophisticated post-processing methods the image must
further go through.

GHE, LHE, and other similar contrast adaptation methods
suffer from lack of scalability in the applied enhancement.
SVD is one such contrast adjustment method, with the added
versatility that it can be employed in both the frequency and
pixel domains. The SVD method overcomes this problem by
providing a degree of control over the desired level of contrast
enhancement that can be tuned to the nature of the image. This
flexibility in contrast enhancement, makes this technique a
widely featured in image segmentation, compression, and
object recognition. Improving the contrast of low contrast
images is another strong avenue for SVD where the illumi-
nation aspect is targeted in particular. For this study, SVD
was employed for contrast improvement. In this method,
a singular vector matrix is obtained through the equalization
of SVD.

A matrix representing the SVD of an image, is described
as:

Aesvp) = Ux Zx Vx, ey

where Uy is an orthogonal square matrix termed as the
hanger. Vx is another similar matrix termed as the aligner.
The )y matrix has all the singular terms placed along its
diagonal, which describes the overall intensity information
of the image. Any change in these singular terms alters the
intensity profile of the image, thus helping in the equalization
process. The input image undergoes RGB to HSV conversion,
following which the V channel has SVD applied on it. The
resultant matrix is then acted upon by SVD (with mean equal
to zero and unit variance), yielding the desired singular terms
as depicted below:

max (ZN(;L:O,var=1) )
max (ZX ) ’

where v, —0.yqr—1) TePresents the matrix having artificial
intensity singular values. The final image, after all these
equalization steps is regenerated by the expression:

Ara =Ux (6D, ) Vi 3

Output of these steps is presented in Fig. 2.

E:

(@)

B. NON-UNIFORM ILLUMINATION REMOVAL

The details of non-uniform illumination removal are pre-
sented in this section.

1) CONTRAST LIMITED ADAPTIVE HISTOGRAM
EQUALIZATION (CLAHE)

Improving the image contrast is a vital preprocessing step that
is widely employed in pattern recognition, medical imaging,
and computer vision. The crux of image enhancement lies in
the fact that, the texture and overall appearance of the image
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FIGURE 2. SVD color contrast enhancement.

have to be preserved without any over or under-enhancement
alongside noise suppression. Weak image sensors, uneven
exposure, and poor ambient light are few among the many
contributing factors towards an image having distorted con-
trast and poor dynamic range.

CLAHE is an improved type of Adaptive Histogram Equal-
ization (AHE) developed by Zuiderveld [49] to enhance low
contrast bio-medical images. The primary drawback in AHE,
is the proportional enhancement in both contrast and noise,
especially in uniform gray-level regions. CLAHE alleviates
the noise amplification problem by dividing an image into
small inter-related areas called tiles, followed by applying
histogram equalization over each tile. CLAHE has been the
method of choice for many researchers during the prepro-
cessing phase, as it yields more pronounced hidden features
and edges. This is achieved by improving the local contrast,
thereby making full use of the available gray-level spectrum.
For our experiment, values for the number of tiles (8 by 8),
and contrast enhancement clip limit (0.01) were empirically
gauged as optimum.

2) GENERALIZED LINEAR MODEL (GLM)

The main goal of any preprocessing procedure prior to seg-
mentation, is to make the foreground (region of interest or
vessels in our case) more prominent as compared to the
background. Hence, to make the detector’s job easier, mor-
phological operators having circular structuring elements are
used to remove non-vascular features. This is done by means
of an adapted top-hat transform that employs special opening
and closing operators. The opening operator preserves the
pixel values, apart from the regions that are smaller than the
structuring element and have a higher intensity. The closing
operator on the other hand, replaces any detail that is smaller
than the structuring element with higher nearby intensities.
In simpler words, the opening operation tends to remove
the vessels whereas, the closing operation tends to minimize
background fluctuations.

The opening and closing top-hat transformations on the
green channel image (Ig), are done with the structuring
elements Sciose and Sciose, respectively. These operators are
further elaborated as:

Topen =1Is o Sopen, @
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Teiose = IG ® Sciose (5)

where (o) and (e) represent the opening and closing top-hat
operators, respectively. An enhanced adaptation of top-hat
transform, as suggested in [50], is given by:

Tg = Ig — (I ® Sclose) © Sopen- (6)

Disk-oriented structuring elements with a radius of 8 pixels
were used in both these operators. Using this morphological
operator, exclusive contrast enhancement for vascular entities
is achieved by first removing other retinal features such as
OD, macula, and any other pathologies. This is followed by
the acquisition of a feature set through a single pass of GLM
regression over the ground truth image, thereby helping to
boost the vessels and suppress background pixels.

To understand GLM, it is useful to discuss a common type
of predictive analysis known as simple linear regression. It is
a scalar response that aims to find a linear relationship (fitting
a linear equation) between a normally distributed dependent
variable and an independent variable. When this association
is made to more than one independent variables, it becomes a
multiple linear regression. In cases where the outcomes are
not normally-distributed, a general model is needed which
is capable of adapting to other forms of distributions. GLM
is thus, a technique that tries to generalize linear regression.
This is done by doing linear regression on the given data in
small phases, generalizing them individually, and combining
them.

A GLM comprises of the following components [51]:

« Stochastic part (the probability distribution of response
variable X).

« Systematic part (the explanatory variable or feature set
in this case)

« Link Function (description of link between the stochas-
tic and systematic parts).

The set of all possible outcomes x for a variable X, can be
described a using a Probability Mass Function (PMF) given
as:

pu)::<">nxa-—nw—% forx=0,1,....n. (7)
by

In our case, there are only two possible outcomes (foreground
or background), so this PMF is reduced to a binomial with
n = 1. The PMF becomes:

f(x;n)=7r"(1—7T)“‘=(1—n)[ T } ®)
(I—n)

Fos ) = (1 — e @), ©)

where the parameter log (%)

=) is a special case of a link

function of GLM, also known as the logarithm of the odds,

log-odds or logits. This logarithmic parameter forms the
log-odds of response 1, the logit of 7.

Both CLAHE and GLM are separately used to boost the

contrast of pixels and attenuate the intensity of background

features. The results from both these preprocessing stages are
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individually used for segmentation of vessels and compared
in Section IV.

C. PROBABILISTIC PATCH-BASED (PPB) DENOISER
Retinal fundus images suffer from the systematic AWGN
as well as the multiplicative speckle noise, modeled using
the Rayleigh distribution [5]. Therefore, researchers strive
to come up with denoisers that could concurrently remove
both the additive and multiplicative noise from fundus
images [6]-[8]. Yet, the problem persists owing to its com-
plexity, as dealing with AWGN and the speckle simultane-
ously is a formidable task. Therefore, conventionally both
the Gaussian and speckle denoising are performed separately
by assuming the relevant noise model, i.e., either AWGN or
speckle. To overcome this limitation, AWGN is ignored in
cases of mix noise such as the retinal fundus images because
speckle has a far worse impact on the structure of these
images. Therefore, speckle denoising methods may be more
suitable when denoising the retinal fundus images.

In this regard, we propose the use of a state-of-the-art
speckle denoising method known as a PPB filter [11], which
is popular for preservation of image structure (or details)
while taking care of most of the noise. PPB method extends
the popular Non-Local Mean (NLM) filter [9] for speckle
denoising using the probabilistic maximum likelihood esti-
mation. Other speckle variants of the NLM method employ
data-driven approaches to set weights [10], [52]. However,
in order to better preserve the textures and edges within the
image, PPB assumes Nakagami-Rayleigh distribution model
for speckle noise to iteratively estimate the weights for NLM
filtering. PPB is also available for suppressing AWGN, but
in this work we will only discuss the PPB filter for speckle
removal due to its relevance to our work.

Let x; and s; denote the noisy and true pixels for any
spatial location ¢, then Weighted Maximum Likelihood Esti-
mation (WMLE) of the parameters 6; corresponding to the
true image, is defined as follows:

6, = argmax
St

w(r, 1) log (p(x;161)) » (10)

where w(r, t) > 0 are data driven weights, and p(x;|6;) is an
uncorrelated parametric noise distribution with space varying
parameter 6;.

The definition in (10) for AWGN case, i.e., N(s;, 02)
where s; comprises of the true image pixels, gives a weighted
mean averaging solution as follows:

A Zr W(rat)-xr
L Yoow(r, 1)

According to the first order optimality condition, (11) also
maximizes the WMLE ((10)) for the Nakagmi-Rayleigh dis-
tribution, given as follows:
s
21—1 e Xt

2
r@ﬁ”

(1)

POelxe) = , (12)
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where [ is the number of looks, and I'(/) denotes the gamma
function. In the context of Synthetic Aperture Radar (SAR)
image denoising, x; are considered as magnitudes of the
image y, i.e., yr = /%;.

Generally, the choice of weights is key to the success of the
weighted averaging filters, as noticed in [9]. An estimation
of appropriate weights leads to the preservation of singular
features of the noisy image (e.g., vessels in case of retinal
images). To this end, PPB approach employs a probabilis-
tic framework that generalizes the Euclidean Distance (ED)
based weight estimation. To put things in perspective, ED was
used to measure the similarity between two patches within the
original NLM filter. On the contrary, the PPB filter estimates
similarity between two patches based on their similarity via a
probability measure, defined as decaying exponential of the
statistical distance between the patches.

For the optimal convergence of WMLE, PPB filter employs
an iterative approach based on the probabilistic framework.
The reason for the iterative framework within PPB relates to
the accuracy of the restored image, and preservation of image
singularities or edges. The problem with the existing denois-
ing or despeckling techniques is the lossy nature of these
operations, especially in case of speckle removal. The fact
that PPB iterative approach uses the knowledge of previous
weights to obtain optimum weights, ensures maximization of
WMLE and enhanced preservation of image features.

In that context, the iterative estimation of new weights
is modeled as a Bayesian estimation problem that incor-
porates previous weights. Within this definition, the prior
term measures the similarity between two patches using
the Kullback-Leiber divergence, while the data fidelity term
incorporates the properties of the noisy data at hand. That
results in following iterative weight estimation procedure:

w(r, t)i

—exp |- (7 log (y”‘ +y’—”‘>+——’;’§_m_”1k ,
—\h yokoyek/) T ZIES

13)

where £~ is the estimate of the true image in the previous
iteration, while k is the search index within the patches cen-
tered at spatial location ¢ and r. If T — oo, the PPB iterative
filter in (13) reduces to the conventional NLM filter.

The iterative procedure responsible for the preservation
of image singularities and texture is based on the following
two steps: first the similarity between two noisy patches is
estimated and subsequently, appropriate weights are assigned
to obtain the restored image #'~! using the weighted aver-
aging approach in (11). The second step refines the weights
iteratively using (13), where the similarity between restored
patches from the denoised image (in the previous itera-
tion), is incorporated within the refining process leading to
non-local weighted mean filtering using the new weights.

Due to its robust architecture, PPB denoiser yielded
enhanced retinal fundus images, where substantial improve-
ment within the low contrast regions containing the smallest
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of vessels is observed. Consequently, the tiniest of vessels
which were previously concealed by noise, were made promi-
nent and clear. This enabled an improved segmentation pro-
cess, as highlighting these tiny vessels lead to a more accurate
mapping of the vessel tree within the retina.

D. MODIFIED FRANGI

A tree-like structure that branches out into smaller nodes is
quite similar in anatomy to the vascular entities within the
retina. Various filters have been employed for the enhance-
ment of retinal vessels and suppression of other non-vessel
features, before the actual detection process could begin.
As their response is most prominent around high contrast
vessels, these filters exhibit varying deficiencies when dif-
ferentiating between vessels of different radii and tortuosity.
Vessel detection accuracy also fairs badly against challenging
areas, such as vessel junctions, edges, and retinal anomalies
(hemorrhages, microaneurysms etc.)

Frangi et al. [25] employed Hessian matrices to evaluate
the ‘vessel-ness measure’ of any arbitrary geometrical entity.
His work took major inspiration from Sato et al. [53] and
Lorenz et al. [54], where the aim was to develop an elliptical
and cross-sectional size independent detector. A vessel may
appear in various shapes and dimensions, so it is paramount
that the detection algorithm is capable of vascular segmen-
tation with an adaptable size threshold. Frangi employed
multi-scale ratio Hessian eigenvalues to accomplish better
results in segmentation, followed by a notable enhancement
in key performance indicators such as sensitivity and speci-
ficity. Also, filtering via eigenvalues ratio, helped accomplish
contrast independence of objects while imparting the overall
process with robustness against the lower magnitude eigen-
values.

The geometric analysis around any arbitrary pixel is well
encapsulated by employing a Hessian matrix. This special-
ized matrix exhibits a strong response towards tubular struc-
tures (such as vessels), as compared to other simple and
complex geometric entities. Enhancement functions that are
targeted towards tube-like structures are scalar in nature, and
generally employed on a Gaussian scale space of an image.
To augment the local features (i.e., vessels in our case) of
varying sizes in an image, this Gaussian scale space proves
to be an invaluable tool, as the Gaussian template size can be
tuned to match different image spacing in each dimension.
This can be further elaborated by the example that, when
tube-like structures are dissected and their cross-section area
is observed, they exhibit a high intensity in the middle of
the cross-section which gradually decays as it moves towards
the boundary. A mathematical representation of 2-D Gaussian
function can be given as:

_ x2+y2

e 202 . (14)

G(x,y) =

2o’

The intensity of any tubular feature under consideration,
can be included as any constant (e.g., C) times a Gaussian
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function, given mathematically as:

_ x2+y2

23 (15)

lo(x,y,2) = C G(x,y) =

e
2702

o

Here o2 translates to the variance (or radius of Gaussian),
and is analogous to the encapsulation of non-zero values
in the evaluation grid of the Gaussian kernel. For example,
for a Gaussian kernel having 100x 100 pixels, if the vari-
ance is going from —5 to +5 in both x and y dimensions,
the effective grid resolution becomes (5 — (—5))/100 = 0.1.
This value of 0.1 implies that all non-zero values are encap-
sulated within 10% span of the original kernel. Or, in terms
of an image, the pixel that this kernel (of radius 5) convolves
on, would only take the influence of 10 of its neighboring
pixels (5 from the left and 5 from the right), with the highest
influence taken from the center pixel and lowest influence
from the ones at the corners. Therefore, the choice of variance
is highly application specific. Digital images and the convo-
lution kernels that act upon them, are discrete in nature. A dis-
crete Gaussian kernel approximation can faithfully represent
a continuous Gaussian kernel using a greater variance, all be it
at a higher computational cost. So, there is a tradeoff between
the Gaussian kernel size and the its effective variance.

The retinal vessels width vary between large vessels span-
ning across 9 pixels, and smaller vessels of 2 pixels. So,
this radius selection of the Gaussian kernel plays a crucial
role in the detection of vessels of different sizes. A Gaussian
filter also exhibits circular symmetry i.e., a 2-D Gaussian
kernel can be implemented as two 1-D Gaussian kernels.
The same 1-D kernels are used in modified Frangi filter,
using three parameters known as sigma(o), spacing, and
size. Sigma defines the Gaussian kernel’s radius of influence
(variance), spacing gives the input image spacing used to
adjust the size of the Gaussian kernel, and size depicts the
Gaussian kernel size (area over which averaging of pixels
occur, 6*Sigma for our case). These three parameters control
the size of the vessels the detector aims to find. There was no
concept of spacing in the original Frangi method, whereas the
modified Frangi method keeps sigma constant while varying
the spacing to deal with different resolution images. So, if a
spacing of 1 is used, the overall spread goes from —6 to +6,
which in turn, will start detecting vessels of width 12. If the
spacing is increased to 2, the span of the detector goes from
—3 to 43, thereby detecting vessels that are 6 pixels wide.
Similarly, if the spacing is taken as 6, the kernel span goes
from —1 to +1, effectively tuning the detector to track vessels
of a pixel width of 2. That way, keeping the Gaussian kernel
size constant, and varying the spacing parameter, vessels of
different sizes can be segmented individually.

A square matrix of the second-order partial derivative of a
range of data that is scalar, forms a Hessian matrix also known
as a Hessian. Let /(x) represent the intensity at pixel location
x = (x1,x2,... ,xN)T of a N-dimensional image. A matrix
of dimensions N x N holds the Hessian of I(.) responses at
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scale s, which is given as follows,
2

Hji(x, s) = sz(x)a 9 G(x, s), (16)

X;0X;
where i,j = 1,2,3,...,N. Also, G(x, s) is a N-variate
Gaussian given by:
—XTX

G(x,s) = Qus*) P2e 27 (17)
The determinants of the Hessian matrices describe how
a function behaves about the point under consideration,
by yielding its trademark Hessian binary output of either
1 for a local maximum and O for a local minimum. This
point is of particular importance in image processing as it
describes a pixel’s influence on its neighbors or vice versa.
A Hessian matrix employing partial differentials of second
order, is formed as:

H — (Ixx 1)()‘) , (18)

Iyx 1)’)’

where the matrix elements above constitute the second
partial derivatives from the intensity profile of the host
image and are used to calculate two eigenvalues labeled
as A1 and A. These eigenvalues are ordered such that
M1l < |A2f, and a vesselness likelihood parameter for
every pixel is calculated and sorted based on the pixel ratio
response.

0; A >0

V(s)= Rp 2 s (19)
exp (_2_;‘32> (1 — exp (ﬁ ;o A <0,
A
RB=H, S = /112 + 12 (20)
2

The maximum points of every pixel are selected to yield the
overall Frangi filter response. The parameter s in 19, is the
scaling factor ranging from 1 to 5, and the value of c is used
to configure its sensitivity. Similarly, 8 is used in 19 to tune
the sensitivity of the parameter Rp.

The popularity of the Frangi filter comes from the fact that,
it exhibits a near-uniform reaction to all geometric entities
with the same intensity profile. The same uniform reaction
turns into a disadvantage as having the magnitude of the
eigenvalues at the Frangi filter’s core, makes it unsuitable for
objects such as vessels which have a higher contrast disparity
along their length as well as width. Experimentation with the
above vessel-like measure showed that it responds strongly
at the core of the vessel and lessens abruptly when moving
away from the middle.

It is a highly undesirable trait for any vascular segmenta-
tion algorithm that focuses on boundary pixels for making a
clear distinction between a vessel’s edge and the background.
A solution to this problem was suggested in [55], by using
specialized virtual ratios of multi-scale Hessian eigenvalues.
A review by Jerman et al. [56], elaborates on many enhance-
ment techniques some of which can act upon a similar
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FIGURE 3. Analysis of modified Frangi output of three sample images (test image 2, 5, 10) of the DRIVE dataset:
(a) original image, (b) output of simple Frangi method, and (c) modified Frangi method.

Hessian matrix. One such method is Volume Ratio (VR), hav-
ing its eigenvalues response stretched from a preset threshold
to either a 0 and 1. VR, as suggested in 21, is employed for
spherical diffusion tensors detection. It is further adapted by
adding a factor of A1 = Ay — A; to incorporate both stretched
out and spherical structures. If Ag, A1, A2, - -+ , N represents
the eigenvalues of a Hessian matrix of order N, VR is further
elaborated as:
3 2
i| . (21)

VR = A AA3 |:—
A+ 22+ A3)

The ratios were set up to develop another vesselness likeli-
hood parameter V), having a near-uniform reaction to vessels
of all shapes and sizes along with more efficient foreground
to background differentiation. Similarly, other ratios were
tested to achieve a higher accuracy and balanced enhance-
ment in all kinds and sizes of vessels, along with superior
edge and endpoint contrast improvements. All this, unified
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into a stand-alone enhancement procedure, is given by:

0; A >0AM >0,
I; )\25)\17/2,

Vp = 3 3
A3 (A — 22) (M) : otherwise.

(22)

The final ratio is disproportional to all its constituent eigen-
values along with being immune to eigenvalues of lower
magnitudes. These crucial features help alleviate the contrast
disparity problem and pave the way for a more precise and
robust vascular segmentation, as depicted in Fig. 3 and Fig. 4.

This response closely follows the visualization of the ves-
sel content among varying contrast of raw image intensities.
Vessel enhancement filters were computed on a scale of
SCmin = 0.5 10 SCipgxy = 2.5 mm, with step size of 0.5 mm
over this range. The same range was used for testing on all
images of the clinical dataset.
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(a)

FIGURE 4. Analysis of binarized output of two sample images (images 3 and 8) of the DRIVE dataset: (a) input image, (b) ground truth image, (c) output
of simple Frangi method, (d) modified Frangi method without tiny vessel enhancement and denoiser, and (e) proposed method with tiny vessels.

E. BINARIZATION

Image binarization is a non-linear operation that converts
every pixel of an image into just two tones, black and
white. In image segmentation, these two levels of black
and white are usually associated with background and fore-
ground, respectively. The retinal images that are acquired
from the color to gray-scale conversion, still contain over-
lapping vessel and non-vessel regions after passing through
various image processing steps. So, a thresholding operation
is necessary to clearly differentiate vessel pixels from the
background. This is done by selecting an intelligent threshold
value, which bifurcates all pixels in the image into two levels,
i.e., foreground (white) and background (black).

The selection of the threshold value can be done on a
local or global scale. It is done by counting the occurrence
of each gray-level in an area or region of interest, and set-
ting the threshold based on this data. The Ridler-Calvard’s
Iterative-Selection (IS) technique [57], also known as IsoData
algorithm, is one such method that is used to find an optimum
global threshold for image binarization. It uses the histogram
of the image to scan for the smallest continuous range of
gray levels with non-zero frequency. Let [L;, L] denote the
endpoints of this non-zero interval on the histogram, then the
IsoData algorithm is elaborated as:

1) Select a starting value for the mean using the inequality
equation L; < u < Lj. In this study, the starting value
of mean is calculated from the Otsu method.

2) Evaluate the binarization threshold T, by:

Mo+

T
M 2

(23)

This Ty is used to bifurcate the image pixels into
vessels and background.
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3) Two new mean values, uo and p; are calculated,
depending upon new boundaries formed by Ty,.
4) If either of the two mean values change, loop to 2; else
stop.
The initial value of the threshold Ty, is selected by choosing a
region comprising of predominantly background pixels. After
evaluating the histogram, threshold is set at a fixed offset
under the max valued bin. A more refined approach involves
adding the histogram bin counts from the max value and
working downwards. Set the threshold after the accumulation
of some fixed portion of the total population (0.1%).

IV. EXPERIMENTAL RESULTS

This section presents the results obtained from conducted
experimental evaluations. Moreover, a thorough analysis on
the obtained results is also conducted.

A. MATERIALS
The planned technique was put to the test using two sets of
figures accessible publicly as listed below:

1) DRIVE [18], Digital Retinal Images for Vessel Extrac-
tion: Retinal scans taken from a broad age group dia-
betics in the Netherlands.

2) STARE [15] STructured Analysis of the REtina:
20 samples from a collection of 400 mid-resolution
images, taken in the USA.

The images from the DRIVE dataset have a resolution of
768 x 584 pixels. 20 retinal images are taken from DRIVE
accompanied by their binary masks. A binary mask is a
vessel/non-vessel oriented Boolean image, in which the vas-
cular structure has been manually annotated by an expert.
A total of 20 images have also been used from the STARE
dataset, each having a resolution of 700 x 605 pixels.
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FIGURE 5. Quality measures of the propoposed method with GLM for datasets: (a) on DRIVE, (b) on STARE.

The different thing about STARE is that, it comprises
of 10 normal and 10 pathological retinal images that present
an added challenge in the form of detecting vessels in the
presence of retinal anomalies.

The availability of masks and ground truth images for both
these datasets make them ideal candidates to validate our
algorithm. The use of images from these datasets is fairly
common in literature, therefore, it also provides a good oppor-
tunity to contrast the performance of our proposed methodol-
ogy with other existing methods.

B. EVALUATION CRITERION

The efficiency of any vascular segmentation methodology
relies on its ability to correctly discriminate between ves-
sels and the background pixels. The performance metrics
are evolved by comparing the segmentation results with the
manually annotated ground truth binary masks that act as the
reference maps. This comparison yields the core values of
true/false and positive/negative. A pixel identified as a vessel
is labeled positive, while recognition as a background pixel
puts it in the false category. True implies correct segmentation
of any pixel as either vessel or non-vessel and vice versa.
So, all four combinations of these variables play an important
role in determining the efficacy of any vascular classification
technique, and are further elaborated as follows:

1) True Positive (TP): Vessels classified correctly.

2) False Negative (FN): Vessels classified as background.
3) True Negative (TN): Non-vessels classified correctly.
4) False Positive (FP): Non-vessels classified as vessels.

Using the core parameters listed above, specific ratios are
evaluated to quantify and contrast the performance of the
technique under scrutiny with other state-of-the-art segmen-
tation strategies as follows [39]:

TP

Sensitivity(Sn) = ——,
ensitivity(Sn) TP FN

(24)
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TN

TN + FP’

TP + TN
Accuracy(Acc) = . (26)
TP+ FN + TN + FP

Specificity(Sp) = (25)

A high Sn measure or True Positive Rate (TPR), indicates
a better vessel segmentation ability, and the same goes for
Sp (or 1-FPR) in terms of classifying the background pixels.
The ratio of all pixels rightly classified as either vessels or
background with the total pixels inside the Field Of View
(FOV), yields the accuracy of the algorithm. Accuracy is
therefore, the ratio of all correctly classified pixels (pixels and
background) with all the pixels in that image. Another perfor-
mance measure is the AUC, known as area under the Receiver
Operating Characteristic (ROC) curve. It is calculated by
observing the ROC under varying threshold conditions. AUC
does not apply to our method as we treat the segmentation
of large and tiny vessels as separate binarization problems,
which are later linearly combined to produce the overall
segmentation result.

C. COMPARISON WITH STATE-OF-THE-ART

For comparison with the latest vessel detection methods,
experiments were conducted on DRIVE and STARE datasets,
and their performance evaluation metrics were gauged.
Individual image-based performance parameters are listed
in Fig. 5. Results in Fig. 6 and Fig. 7 give a visible indica-
tion of the advantages the size-oriented vessel segmentation
through the proposed methodology. An objective comparison
follows in the forms of tables 1 and 2 where the performance
parameters are compared with other top vessel segmentation
strategies. Fig. 8 depicts the effectiveness of the method in
retinal images with pathologies.

The proposed methodology, employing the simple Frangi
vessel detector, was tested on DRIVE dataset resulting in a
good Sp score of 0.9745, but Sn was still weak at 0.7205.
Highest Sn scores (CLAHE=0.8027, GLM=0.7907) are
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(a) (b) (©)

FIGURE 6. Analysis of binarized output of three sample images (images 1, 10 and 19) of the DRIVE dataset using GLM: (a) input image, (b) ground
truth image, (c) large vessel segmentation, (d) tiny vessel segmentation, and (e) combined binarized output.

(a) (©)

FIGURE 7. Analysis of binarized output of three sample images (images 12, 14 and 17) of the STARE dataset using GLM: (a) input image, (b) ground truth
image, (c) large vessel segmentation, (d) tiny vessel segmentation, and (e) combined binarized output.
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TABLE 1. Comparison with the most recent techniques on the DRIVE dataset.

Azzopardi [69]
Unsupervised | Roychowdhury [20]
methods Yin [70]

Zhang [71]

Neto [72]

Soomro [73]

Khan [43]
Chalakkal [47]

Proposed Method (GLM)

Type Methods Year | Sn Sp Acc
Marin [22] 2011 | 0.7067 | 0.9801 | 0.9452
Fraz [58] 2012 | 0.7406 | 0.9807 | 0.948
Cheng [59] 2014 | 0.7252 | 0.9798 | 0.9474

Supervised Li [60] 2016 | 0.7569 | 0.9816 | 0.9527

methods Orlando FC [61] 2017 | 0.7893 | 0.9792 | N.A
Orlando UP [61] 2017 | 0.7076 | 0.987 | N.A
Dasgupta [62] 2017 | 0.9691 | 0.9801 | 0.9533
Yan [63] 2018 | 0.7653 | 0.9818 | 0.9542
Zhang [64] 2010 | 0.776 | 0.8724 | 0.9472
Lam [65] 2010 | N.A N.A 0.9472
Miri [66] 2011 | 0.7352 | 0.9795 | 0.9458
Fraz [67] 2011 | 0.7152 | 0.9759 | 0.943
You [68] 2011 | 0.741 | 0.9751 | 0.9434

Proposed Method (CLAHE) | 2019 | 0.8027 | 0.9733 | 0.9561

2015 | 0.7655 | 0.9704 | 0.9442
2015 | 0.7395 | 0.9782 | 0.9494
2015 | 0.7246 | 0.979 | 0.9403
2016 | 0.7743 | 0.9725 | 0.9476
2017 | 0.7806 | 0.9629 | 0.8718
2018 | 0.745 | 0.962 | 0.948

2018 | 0.7696 | 0.9651 | 0.9506
2019 | 0.7653 | 0.9735 | 0.9542

2019 | 0.7907 | 0.979 | 0.9603

TABLE 2. Comparison with state-of-the-art methods on the STARE dataset.

Azzopardi [69]
Roychowdhury [20]
Unsupervised | Yin [70]

methods Zhang [71]

Neto [72]

Soomro [73]

Khan [43]

Proposed Method (GLM)

Type Methods Year | Sn Sp Acc
Marin [22] 2011 | 0.6944 | 0.9819 | 0.9526
Fraz [58] 2012 | 0.7548 | 0.9763 | 0.9534

Supervised Li [60] 2016 | 0.7726 | 0.9844 | 0.9628

methods Orlando FC [61] 2017 | 0.768 | 0.9738 | N.A
Orlando UP [61] 2017 | 0.7692 | 0.9675 | N.A
Yan [63] 2018 | 0.7581 | 0.9846 | 0.9612
Zhang [64] 2010 | 0.7177 | 0.9753 | 0.9484
Fraz [67] 2012 | 0.7311 | 0.968 | 0.9442
You [68] 2011 | 0.736 | 0.9756 | 0.9497

Proposed method (CLAHE) | 2019 | 0.798 | 0.9732 | 0.9561

2015 | 0.7716 | 0.9701 | 0.9497
2015 | 0.7317 | 0.9842 | 0.956

2015 | 0.8541 | 0.9419 | 0.9325
2016 | 0.7791 | 0.9758 | 0.9554
2017 | 0.8344 | 0.9443 | 0.8894
2018 | 0.784 | 0.976 | 0.951

2018 | 0.7521 | 0.9812 | 0.9513

2019 | 0.786 | 0.9725 | 0.9583

achieved on DRIVE with the proposed method. Competi-
tive Sn scores are established for STARE as well, scoring
0.798 for CLAHE and 0.7860 for GLM at the preprocess-
ing stage, respectively. Similarly, the Sp scores for CLAHE
(0.9733,0.9732) and GLM (0.9732, 0.9725) are achieved for
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DRIVE and STARE, respectively. The GLM preprocessing
strategy yields the highest accuracy scores of 0.9603 and
0.9583 for the DRIVE and STARE databases, respectively.
Accuracy with CLAHE stands second best in both reposito-
ries, with scores of 0.9561 and 0.9561 for the DRIVE and
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FIGURE 8. Analysis of proposed method on pathological images (images 3 and 6) of the STARE dataset: (a) original image,
(b) ground truth image, and (c) proposed method.

TABLE 3. Average time for processing one image.

| Method | Computation Time | Hardware Specifications | Software |
| Mendonca [30] | 2.5 to 3 mins | Pentium-4, 3.2 GHz, 960 MB RAM | MATLAB |
‘ Soares [19] ‘ 2 mins (9 hours for training) ‘ Pentium-4, 2.1 GHz, 1 GB RAM ‘ MATLAB ‘
| Lam [65] | 13 mins | Core 2Duo 1.83 GHz,2GBRAM | MATLAB |
‘ Staal [17] ‘ 15 mins ‘ Pentium-3, 1 GHz, 1 GB RAM ‘ N. A. ‘
| Zhao [74] | 22 sec | Core i-3 CPU, 2.53 GHz, 4 GB RAM | MATLAB, C |
| Proposed | 75 sec | Corei7 CPU 2.21 GHz, 16 GB RAM | MATLAB |

STARE database, respectively. The results in these tables are
ranked by a color-coding scheme such that, red, green, and
blue colors signify the top, second and third ranked methods
in that particular category, respectively. The computation
times for the proposed methodology are contrasted against
other techniques in literature in table 3.

Considering the DRIVE dataset, the proposed method reports
a substantial improvement in Sn scores (CLAHE=0.8027,
GLM=0.7907) of all unsupervised methods followed by
Neto et al. [72] (0.7806). The proposed method matches the
Sp of top performers Miri and Mahloojifar [66] (0.9795)
and Yin et al. [70] (0.9790), yet it is pertinent to note
here that both these methods sacrificed other parameters to
achieve these Sp scores. The accuracy scores (GLM=0.9603,
CLAHE=0.9561) show an improvement over the third place
Chalakkal and Abdulla [47] (0.9542). It can be concluded that
with the Sp and Acc measures closely matching that of the
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best methods, the proposed method outperforms all the state-
of-the-art methods in Sn.

For the STARE database, the thresholding technique is
employed to generate the FOV masks used for perfor-
mance evaluation. The proposed method reports modest Sn
(CLAHE=0.798, GLM=0.7860) and Sp (CLAHE=0.7932,
GLM=0.9725) scores that are comparable with the top con-
tenders in each of their respective categories. It is also
noteworthy here that, other techniques post high scores
in individual categories at the cost of other performance
parameters. Importantly, in terms of accuracy, both vari-
ations of our method register a substantial improvement
(GLM=0.9583, CLAHE=0.9561) upon the third place Roy-
chowdhury et al. [20] (0.9560).

Overall, it can be deduced from the discussion above that,
both variations of the proposed method yield competitive key
performance indicators that are seldom at par and mostly pull
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ahead of the state-of-the art techniques. Adding the denoiser
phase before vessel detection improves the accuracy of the
modified Frangi method, particularly with respect to the tiny
vessels that cause the bulk of false positives and are most
difficult to segment out.

V. CONCLUSION

Refining the vessel map in retinal fundus images helps with
the visualization and automatic segmentation of the vessels,
thus paving the way for further anatomical and pathologi-
cal scrutiny of the retina. The ratio of multi-scale Hessian
re-construction of an image is an extremely potent tool for
detecting tubular structures similar to blood vessels, but it
relies on a vibrant contrast for it to work efficiently. Contrast
enhancement, on the other hand, exhibits a tradeoff between
improving the contrast and keeping the noise amplification to
a minimum. SVD does a brilliant job at improving the vessel
contrast, but also adds considerable noise to an image.

In this paper, we have devised a new strategy by intro-
ducing a denoiser that precedes the vessel segmentation
step to mitigate the noise spike caused by SVD. This step
significantly boosts the efficiency of Frangi vessel detec-
tion capabilities. Two contrast normalization steps (CLAHE
and GLM) are tested to gauge the effects of preprocessing
phase on the overall segmentation process. Modified Frangi,
individually tuned for large and tiny vessels, further refines
the performance parameters with excellent scores for Sn
(CLAHE=0.8027, 0.798; GLM=0.7907, 0.7860) and Acc
(CLAHE= 0.9561,0.9561; GLM=0.9603, 0.9583).

The proposed method is tested on well-established clini-
cal datasets and surpassed the state-of-the-art methods with
significant enhancement, especially in the detection accuracy.
This is the first time modified Frangi method has been used in
sync with a denoiser for vessel segmentation, and the tackling
of noise enhancement during contrast improvement has also
not been used in any other application. A drawback of this
method comes in the form of a relatively hefty computational
time of 77 seconds, a big chunk of which is taken by the
denoiser phase. However, real-time constraints do not apply
strictly to the task of vessel segmentation. Future works may
see the application of the PPB denoiser in additional line
detectors, as well as various other segmentation techniques
to investigate its impact on their efficiency.
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