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Abstract
In the context of recent controversies surrounding the censorship of lesbian, gay, 
bisexual, transgender and queer online content, specifically on YouTube and Tumblr, 
we interrogate the relationship between normative understandings of sexual citizenship 
and the content classification regimes. We argue that these content classification 
systems and the platforms’ responses to public criticism both operate as norm-
producing technologies, in which the complexities of sexuality and desire are obscured 
in order to cultivate notions of a ‘good’ lesbian, gay, bisexual, transgender or queer 

Corresponding author:
Clare Southerton, Centre for Social Research in Health and Social Policy Research Centre, Faculty of Arts 
& Social Sciences, UNSW Sydney, Goodsell Building, Sydney, NSW 2052, Australia. 
Email: c.southerton@unsw.edu.au

904362 NMS0010.1177/1461444820904362new media & societySoutherton et al.
research-article2020

Article

https://uk.sagepub.com/en-gb/journals-permissions
https://journals.sagepub.com/home/nms
mailto:c.southerton@unsw.edu.au
http://crossmark.crossref.org/dialog/?doi=10.1177%2F1461444820904362&domain=pdf&date_stamp=2020-02-13


Southerton et al. 921

sexual citizen. However, despite normative work of classification seeking to distinguish 
between sexuality and sex, we argue that the high-profile failures of these classification 
systems create the conditions for users to draw attention to, rather than firm, these 
messy boundaries.

Keywords
Censorship, content classification, LGBTQ, platform governance, restricted mode, 
safe mode, Tumblr, YouTube

Introduction: on social media and queer utopics

With many lesbian, gay, bisexual, transgender and queer (LGBTQ) young people iden-
tifying social media platforms like YouTube and Tumblr as prominent spaces in the 
formation of their sexual identity (Cho, 2015, 2017; Wuest, 2014), these communities 
have been identified as key sites of queer1 expression (Byron and Robards, 2017; 
Ciechalski, 2017; Duguay, 2014; Robards et al., 2019; Wargo, 2015). Recent contro-
versies surrounding the censorship of LGBTQ content on these sites (Castello, 2017; 
Hunt, 2017; Perez, 2017) have challenged these narratives, revealing underlying gov-
ernance mechanisms that were, at best, indifferent to queer communities, or, at worst, 
hostile to various forms of their expression. With an eye to examining how young 
people craft understandings of themselves as sexual citizens from within the discursive 
and material environments they inhabit, this article examines these restrictions and 
classifications of social media content and the way these policies construct normative 
sexual citizenship.2

In general terms, sexual citizenship can be understood as designating diverse ‘sex-
ual claims of belonging’ (Aggleton et al., 2018: 4). Prominently associated with the 
work of David Evans (1993), Jeffrey Weeks (1998) and Diane Richardson (2000, 
2018), the concept has been deployed in a variety of critical contexts. Our engagement 
with it here reflects the view that ‘sexual citizenship is useful in that it recognizes and 
situates individuals and society as intrinsically sexual, thereby contesting more tradi-
tional notions of citizenship that have relegated the sexual to the private and the 
domestic in favour of new possibilities’ (Aggleton et al., 2018: 5). As vibrant spaces 
for the renegotiation of how people understand ‘public’ and ‘private’ and the links 
between these ideas and expressions of intimacy and desire, social media are dynamic 
contexts for observing the renovation of contemporary understandings of sexual citi-
zenship. In particular, these spaces provide opportunities for observing how citizen-
ship is regulated in formal and informal ways by the features of these new contexts, 
such as their classification practices, which are the focus of this article. This article 
will examine the platform policies, platform responses to public criticism and responses 
from users to these modes. In doing so, we interrogate the forms of governance mobi-
lised by algorithmic-enabled filters in order to examine the forms of sexual citizenship 
they attempt to cultivate – one which we argue identifies responsible LGBTQ subjects 
as largely devoid of sexual desire.
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New social media LGBTQ subjectivity and sexual 
citizenship

To pursue our investigation regarding the ways in which communication technologies 
might shape LGBTQ subjectivity and sexual citizenship, we examine controversial 
changes to classification practices and viewing modes on both YouTube and Tumblr 
platforms in 2017 and 2018. In the first half of 2017, YouTube and Tumblr made a num-
ber of changes to their classification practices and viewing modes, which impacted the 
accessibility of LGBTQ content across both platforms, which elicited significant criti-
cism from LGBTQ producers and consumers of content (Bell, 2017; Hunt, 2017). These 
changes in classification troubled expectations of the Internet as a utopic space for queer 
expression, setting the scene for old debates in sexual citizenship about rights, identity, 
representation and expression to play out in the new digital landscapes.

By focusing on the changes that YouTube and Tumblr made to their classification 
practices and viewing modes, this article’s contribution is twofold. First, we contribute 
to a growing literature that conceptualises online classification practices as discrete gov-
ernance technologies embedded within social media (see, for example, Crawford and 
Gillespie, 2016; Duguay et al., 2018; Gillespie, 2018; Olszanowski, 2014). Second, we 
examine how these practices of classification and restriction, functioning in the mode of 
governance technologies, construct specific ways of being a sexual citizen and how 
recent changes in classification practices dramatise the productive work of such govern-
ance technologies because what they make visible are different understandings of what 
LGBTQ sexual citizenship is and how it is enacted online. Essentially, we consider the 
content classification regimes governing YouTube and Tumblr content as norm-produc-
ing technologies and examine how normative understandings of LGBTQ sexual citizen-
ship that seek to remove queer desire from the public performance of LGBTQ sexual 
identity are a key outcome of these technologies.

Conditions of emergence: recent classification practices on 
YouTube and Tumblr

Restriction on the kinds of content available on social media platforms and practices 
such as permitting users to ‘flag’ inappropriate content for removal, or the use of auto-
mated systems to detect inappropriate content, have become commonplace. These auto-
mated detection mechanisms can involve processes like identifying offensive language, 
either in the text typed in by users or by converting spoken word in videos to text, or 
identifying nudity in images (Gillespie, 2018). The problems of flagging have been well 
established, with scholars identifying the ways this practice, while seeming to shift 
power to the users of a platform, lacks transparency and works against minority user 
groups by subjecting them to evaluation by dominant values which may be discrimina-
tory (Crawford and Gillespie, 2016; Duguay et al., 2018; Olszanowski, 2014). These 
distributed governance processes not only involve users identifying content but also are 
connected to platform policy documents like the ‘terms of service’ and the ‘community 
guidelines’ that determine what can and cannot be hosted on the sites and how disputes 
can be managed (Gillespie, 2018). These guidelines, which each platform refines, are 
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increasingly enforced through algorithmic sorting systems, as well as human content 
evaluations (Crawford and Gillespie, 2016). While, at times, these guidelines can be 
violated by social media platforms themselves in their decision-making, both human and 
automated, they are a reflection of the platforms’ current content restriction practices 
and, more importantly, discursive performances of a platform’s values (Gillespie, 2018). 
Human evaluation is often presented by platforms as recourse to address limitations of 
algorithmic sorting; however, human moderators often work for extremely low wages in 
factory-like settings with only seconds to evaluate images, working long shifts of expo-
sure to hours of sometimes highly traumatic material and making nuanced assessments 
that may relate to cultural contexts removed from their own (Gillespie, 2018; Roberts, 
2019). In addition, human content moderators rely on computational tools to cope with 
the volume of content moderators are expected to assess (Roberts, 2019).

These automated filters and their sorting decisions are controversial, with their errors 
regularly making news with accusations of bias. However, users often have little infor-
mation about how their content is filtered, seeing only the final decision of the system 
presented as objective. However, the exact workings are not shared due to their proprie-
tary nature; the rules they apply are unable to be interrogated by the community subject 
to them. In particular, popular video-sharing website YouTube and micro-blogging web-
site Tumblr have both faced significant criticism from their LGBTQ users, who found 
their content was inappropriately being classified as ‘adult’ simply for being associated 
with LGBTQ issues (Bell, 2017; Hunt, 2017). While both platforms had been filtering 
content for many years, changes to their automated content filtering in 2017 and 2018 
brought these processes to public attention.

The trouble with YouTube

In February 2017, YouTube’s search-engine parent company, Google, faced public out-
rage and millions of dollars lost in withdrawn advertising business after it was found that 
videos promoting extremist views and terrorism were being hosted on YouTube 
(Mostrous, 2017; Solon, 2017). In the wake of the controversy, Google pledged to 
improve its systems for identifying offensive content to ensure it was not monetized and 
to allow advertisers greater control over what kinds of content their brands were paired 
with (Harris, 2017). Soon after this incident, LGBTQ creators reported that their videos 
were hidden when ‘Restricted Mode’ was turned on (Hunt, 2017). YouTube had intro-
duced Restricted Mode in 2010 as an opt-in setting for those seeking to restrict mature 
content such as profanity, sexual content, nudity or violence (Wright, 2017a), although it 
was only in early March 2017 that LGBTQ content creators and others began to notice 
their videos being restricted on the platform (Hunt, 2017).

LGBTQ YouTubers reported that videos on their channels were being restricted for 
the reason that they featured LGBTQ content and stressed that their videos did not 
include explicit content (Hunt, 2017). YouTuber NeonFiona reported that videos in 
which she discussed bisexuality were being restricted, while videos that discussed sex 
explicitly without reference to her bisexuality were not similarly affected (Watson, 
2017). The LGBTQ youth organisation Everyone is Gay (2017) then reported on Twitter 
that all their advice videos had been restricted, and prominent YouTuber and LGBTQ 
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activist Tyler Oakley (2017) tweeted that a video he had posted called ‘8 Black 
LGBTQ + Trailblazers Who Inspire Me’ had also been restricted. His tweet was retweeted 
by thousands.

Following the complaints, the platform responded with a statement apologising for 
the ‘confusing and upsetting’ mistake (Wright, 2017a). The statement, posted on the 
YouTube Creator Blog on March 20, 2017, explained,

The bottom line is that this feature isn’t working the way it should. We’re sorry and we’re going 
to fix it . . . Our system sometimes makes mistakes in understanding context and nuances when 
it assesses which videos to make available in Restricted Mode. (Wright, 2017a)

A follow-up blog post published in April emphasised the company had ‘fixed an issue 
that was incorrectly filtering videos for this feature’, positioning the error as a technical 
problem ‘[o]n the engineering side’ (Wright, 2017b). By June 2017, YouTube announced 
hundreds of thousands of videos featuring LGBTQ content were now unrestricted 
(Google, 2017):

[s]haring stories about facing discrimination, opening up about your sexuality, and confronting 
and overcoming discrimination is what makes YouTube great, and we will work to ensure those 
stories are included in Restricted Mode. (YouTube, 2017)

A statement provided in the Policy Centre of YouTube’s website provides a working 
definition of ‘mature content’ in its description of what may still be restricted, which 
includes drugs and alcohol, sexual situations (but offers an exclusion for ‘some educa-
tional’ content), violence, terrorism, war, crime, profane language, and demeaning or 
incendiary content (YouTube, 2017). YouTube’s Policy Centre also explains that the pro-
cess by which most videos are classified is primarily automated, with only a small num-
ber undergoing human evaluation, with this being determined by metadata, title and 
language within the video, detected upon uploading of the video (YouTube, 2017).

YouTube denied any connection between the restriction and the recent advertiser boy-
cott, stating that ‘[t]hese were separate issues that unfortunately happened at the same 
time’ (Google, 2017). However, the increased vigilance around the monetisation of con-
troversial content has undoubtedly adversely impacted LGBTQ creators, with some now 
reporting that their content is not only restricted but classified as ‘not suitable for all 
advertisers’, resulting in vastly reduced earnings from their videos (Alkhatib and 
Bernstein, 2019; Priddy, 2017). Since the initial rollout of Restricted Mode in 2017, 
LGBTQ content creators have continued to voice their frustrations about inappropriate 
censorship, with five creators even filing a joint lawsuit against the platform in August 
2019 alleging discriminatory practices (Strapagiel, 2019).

Playing it ‘safe’ on Tumblr

In 2017 and 2018, Tumblr encountered similar criticism from LGBTQ users after intro-
ducing significant changes to the way ‘adult’ content was filtered on their platform. On 
20 June 2017, the social media platform launched its ‘Safe Mode’ in the form of a filter 
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for ‘sensitive content’ which operated within both a user’s search results and dashboard 
(Tumblr Staff, 2017b). While users had been encouraged to flag their own content as 
sensitive on the site, the platform now undertook a more automated screening of content. 
Although the exact mechanics of this screening were not made transparent, this does 
include automated image analysis to detect nudity (Tumblr Staff, 2017a).

Since introducing Safe Mode, Tumblr has gone on to introduce a total ban on adult 
content in December 2018 – a move that has seen the site lose 30% of its web traffic 
(Liao, 2019). This is the latest move in Tumblr’s long war on adult content on the site, 
with Safe Mode being an upgrade of existing restrictions on the visibility of adult content 
on the platform, which had previously pertained only to search functions (Baker-
Whitelaw, 2013). These changes began in 2013 when the platform was purchased by 
search-engine company Yahoo, which sought to clean up Tumblr, which hitherto had 
hosted a significant amount of pornographic material on its site,3 to make it more attrac-
tive to advertisers (Perez, 2013).

Each incremental increase of content filtering has been accompanied by significant 
outcry about inappropriate censorship. Soon after the introduction of search restrictions 
in 2013, users began reporting that searches in Safe Mode for terms like ‘gay’ or ‘lesbian’ 
were returning no results (Baker-Whitelaw, 2013). Tumblr emphasised this was to pre-
vent adult content being presented in these search results but stated that the company was 
working towards ‘more intelligent filtering’ (Tumblr Staff, 2013). Extensions of Safe 
Mode during 2017 may also have been motivated by a revenge pornography controversy 
that emerged months before the platform announced the new Safe Mode, in which the 
site was criticised by victims for being slow to take down non-consensual nude images 
(Marsh, 2017).

Three days after announcing the extension of Safe Mode in June 2017, Tumblr 
received a significant volume of complaints from users that LGBTQ content was being 
inappropriately censored (Tumblr Staff, 2017a). Users reported that the filtering system 
was identifying non-explicit LGBTQ content as ‘sensitive’, which meant it was not vis-
ible in Safe Mode, as well as failing to identify pornography as such (Castello, 2017). 
The platform posted an apology, stating that

We’ve heard from a bunch of you that Safe Mode was filtering posts from the LGBTQ+ 
community even though they were completely innocuous and totally safe-for-work. Please 
know that was never our intention, and we appreciate you letting us know so quickly – and 
forcefully! We’re deeply sorry. Tumblr will always be a place where everyone is welcome and 
protected, so we want to explain what happened. (Tumblr Staff, 2017a)

The platform identified a number of reasons for the error, primarily that users who had 
self-flagged their blogs as explicit were incorrectly having all their posts flagged as sen-
sitive regardless of content and that any post reblogged from an originally explicit post 
was being automatically classified as sensitive. Consequently, all their content was not 
visible to users who had activated Safe Mode regardless of the nature of the post. Tumblr 
also blamed the nudity detecting algorithm, explaining that ‘[w]hen you make a photo 
post, a computer algorithm classifies the image as safe or sensitive. It’s a machine so it’s 
not perfect’ (Tumblr Staff, 2017a). In doing so, like YouTube, Tumblr sought to distance 
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itself from accusations of bias and affirm that the error had been corrected by adjust-
ments to the mechanics of the screening process.

In February 2018, Tumblr further extended Safe Mode by making it the default setting 
for all users, meaning it had to be turned off by every user who was not already using it 
(Cole, 2018). Then in December 2018, Tumblr announced that it would ban all adult 
content (Tumblr Staff, 2018). The ban follows recent incidents involving child pornog-
raphy being found on the site, which resulted in Apple banning Tumblr from the App 
Store (Porter, 2018). Tumblr updated their user guidelines to include the prohibition of 
‘real-life human genitals or female-presenting nipples’ as well as ‘any content, including 
images, videos, GIFs, or illustrations, that depicts sex acts’ (Tumblr Staff, 2018). Users 
expressed outcry at the decision, with some taking to rival platform Twitter to vent their 
frustrations using the hashtags #TumblrisDead and #BoycottTumblr (Gremore, 2018). 
LGBTQ users and creators whose content explored sexuality argued their community 
would be particularly marginalised by the move, identifying Tumblr as a place that had 
previously offered a ‘safe space’ for them (Braidwood, 2018; Lee, 2018; Liao, 2018).

Content classification and the platform

Social media platforms have placed themselves strategically in content regulation 
debates, with platforms being reluctant to engage in the practice of content moderation, 
fearing backlash on the basis of infringing on ‘free speech’ but forced to do so in the face 
of social, financial and legal obligations (Gillespie, 2018). Gillespie (2010) argues that 
the term ‘platform’ itself offers online content providers a way of strategically position-
ing themselves within policy to reduce their liability, both legally and culturally, for the 
content on the sites. This desire is an understandable one given the difficult task that is 
moderation, making decisions on highly political and sensitive issues with extremely 
limited time and information and on topics which are messy to navigate in the best of 
circumstances.

Classification systems operate to identify objects as belonging to distinct categories 
and consequently play a significant role in knowledge production. As Bowker and Star 
(2000) argue, classification is an often-invisible ordering of human interaction based on 
dominant moral values. These moral values frequently reinforce existing inequalities and 
power relations and as such classification systems tend to neglect marginalised groups 
(Blackwell et al., 2017). There is a long-standing relationship between classification prac-
tices and the understandings of youth sexual citizenship which are shaped by such prac-
tices. As Grealy and Driscoll (2015) have argued, classification practices have long played 
a significant role in ‘managing relations between “youth” and “culture” as a pedagogy of 
citizenship’ (p. 63). Grealy and Driscoll (2015) point out that it is important, however, to 
draw a distinction between classification and censorship as governance technologies, 
arguing that ‘classification-as-governance depends on concepts relevant to the cultural 
training of youth as much as their social protection, and as such functions as a cultural 
pedagogy’ (p. 64). Framed as ‘cultural pedagogy’, the shifting practices of classification 
on YouTube and Tumblr which we have outlined can be seen as disciplinary mechanisms 
which incorporate the subject through experiences of restriction and access to diverse 
materials and produce an understanding of the subject which relies on these experiences.
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The algorithmic sorting of content classification has, in particular, been subject to 
criticism for reinforcing discrimination while obscuring the workings of such discrimi-
nation (Noble, 2018). Noble (2018), examining the racism and sexism of algorithms, 
argues that ‘algorithmic oppression is not just a glitch in the system but, rather, is funda-
mental to the operating system of the web’ (p. 10). Software code, in collaboration with 
users, platform policies and broader social norms, plays a role in constituting normative 
gendered sexual citizenship. Indeed, as Bivens (2017: 881) outlines in relation to 
Facebook, ‘software can produce the conditions for gendered existence’, noting that 
although the platform has moved towards much more open categories of gender identifi-
cation, binary gender persists in the code of the platform and in the deeply embedded 
software structures. Furthermore, when it comes to regulatory mechanisms like algo-
rithms, as Bowker and Star (2000), emphasise these ‘algorithms for codification do not 
resolve the moral questions involved, although they may obscure them’ (p. 24).

Normative sexual citizenship

Classification governs interactions with texts through the journey to ‘adulthood’, and as 
such the assessment of LGBTQ content in general as ‘adults only’ material or not suita-
ble for a ‘general’ audience both normalises heterosexuality and reinforces negative his-
torical associations of LGBTQ life with the illicit. LGBTQ young people are thus placed 
in an inevitably antagonistic relationship to such classifications and restrictions, which 
block their access to expression, representation and even, given the implications of mon-
etization, the material resources of LGBTQ life. The events surrounding YouTube’s 
Restricted Mode and Tumblr’s Safe Mode highlight the effects of codifying practices in 
which the complexities of sexuality and sex must be reduced for efficiency – explora-
tions of non-normative sexuality and LGBTQ expressions of desire automatically get 
placed within the restricted category. The protection of children from content deemed 
‘inappropriate’ remains a central aim of contemporary classification practices (Flew, 
2012; Grealy and Driscoll, 2015; Leitch and Warren, 2015). In these ways, the recent 
moves by platforms like YouTube and Tumblr that configure LGBTQ sexual citizenship 
as inappropriate for children is in line with historical discourses of LGBTQ people as 
dangerous outsiders or, conversely, as people who need to exercise stealth to circulate in 
contemporary economies of visibility and knowledge. In addition, insofar as these clas-
sification practices are technologies of citizenship, they are technologies of sexual citi-
zenship because classification is preoccupied with sex. Furthermore, content 
classification, as a norm-producing technology, works against the diversity of uses and 
users that contemporary platforms like YouTube and Tumblr make more and more 
explicit. Sex emerges as a difficult case, but one which points out classification’s reach 
as well as its limits.

The troubled relationship between sex and classification is aptly depicted in the dif-
ficulties encountered in classifying online material that is the focus of these platform 
scandals. For example, in many of the issues raised by critics of recent changes in online 
classification, it is clear that what passes as ‘sexual’ content has, in practice, not been 
clearly defined. As users have pointed out, non-pornographic representations of ‘sexual-
ity’ are often classified in the same way as explicit depictions of sex, demonstrating the 
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failure by the classifying ‘system’ (algorithm, user rating, screening staff or a combina-
tion of these) to make clear distinctions between signs of sexuality and sex, or porno-
graphic and non-pornographic depictions. This brings attention to the messiness of these 
distinctions, exacerbated in the context of automated classification applied to the signifi-
cant volumes of content circulating on social media sites. These classification systems 
struggle to deal with the ever-growing and diversifying content they manage because 
algorithmic modes only collect and register content based on what can be recognised in 
a manner suitable for automated evaluation. Policies of what is acceptable, significantly 
influenced by the processing of historical content, dictate classification protocols. 
However, what cannot be captured by these filters, what is not reducible, cannot be reg-
istered as ‘sexual’ (or indeed ‘violent’, for example). This means that classification is 
biased towards historical depictions and to depictions which can be expressed linguisti-
cally. Offensive content which eschews straightforward depiction based on pre-existing 
categories can evade the classification process.

Beyond content classification, social media platforms more broadly have long been 
implicated in conflict with the LGBTQ community and other marginalised groups over 
biases in their platform structures and policies. For example, Lingel and Golub’s (2015) 
study of Brooklyn’s drag community and its battle with Facebook’s ‘real name policy’ 
highlights the platform’s design incompatibility with diverse approaches to gender per-
formances and naming practices. Indeed, DeNardis and Hackl (2016) argue that debates 
about LGBTQ rights often arise around Internet governance systems, noting that these 
platforms are not neutral and can reproduce or even exacerbate the marginalisation of 
LGBTQ people through the ways they act as ‘control points’ through which information 
is accessed, and which voices are heard.

The ‘good’ queer sexual citizen without desire

Although the algorithmic sorting systems of the platforms reinforce long-standing asso-
ciations between LGBTQ communities and illicit practices, there are more subtle but no 
less normative constitutions of sexual citizenship at play in the policies of platforms and 
in their responses to public criticism. While the classification regimes struggle to estab-
lish the nuanced distinction between sex and sexuality, and between what is explicit and 
what is acceptable for wider distribution, dialogue between the platforms and their com-
munity in the wake of these censorship scandals further attempts to stabilise the bounda-
ries between these categories, presenting them as discoverable only if the correct systems 
are created. These restrictive modes create the conditions in which gender and sexual 
difference are readily distinguishable from desire, and in which ‘good’ LGBTQ sexual 
citizenship practices are oriented around preserving this distinction.

The responses from social media platforms to criticism of their content moderating 
systems seek to preserve in their user communities a hope that systems of classification 
will be corrected such that the ‘right’ forms of queer life will be permitted through the 
filter. The platforms need their users to buy into and aspire to their visions of acceptable 
LGBTQ expression, rather than challenge these heteronormative distinctions. YouTube’s 
(Wright, 2017a) public statement about the errors emerging in Restricted Mode, in which 
it was stated that there was ‘nothing more important to us than being a platform where 
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anyone can belong’ and Tumblr Staff’s (2017a) assurance that ‘[i]t might take some time 
to get it perfect, but we’re committed to getting there with your help’ reflect a desire by 
both platforms to contain the issue and incorporate gender and sexual difference, though 
within their own limited and normative terms.

Statements from the platforms construct the algorithmic classification process as 
sophisticated, yet inept in the face of the ‘problem’ of sexuality. To date, platforms have 
not revealed the workings of their filtering systems beyond the most simplistic of descrip-
tions. As Crawford (2015) explains, the negotiations that take place are ‘nonnegotiable 
and kept far from view, inside an algorithmic “black box”’ (p. 77). While there is some 
reverence for the sophistication of the algorithm in the language adopted by the plat-
forms, both platforms undermine the intelligence of their systems in order to justify the 
‘errors’ made. Tumblr Staff (2017a) describes the mistakes made by its system as ‘silly’, 
while YouTube (Wright, 2017a) stated that their system makes ‘mistakes in understand-
ing context and nuances’. Although the algorithm is mobilised here by social media 
platforms as an objective sorting mechanism, this idea has been widely problematised 
(Bozdag, 2013; Gillespie, 2017; Kitchin, 2017; Ziewitz, 2016). In contrast to their posi-
tioning of the algorithm as value-free, the platforms both significantly downplay the role 
of human judgements in the analysis and restriction of content. However, this does not 
reflect this significant degree to which human intervention is a part of these processes 
(Bozdag, 2013). Bozdag (2013) argues this is a common tactic of online web services to 
distance themselves from the judgements they make.

While preserving the image of the foolish and clumsy machine, the platforms also retain 
hope and desire for a future in which the sorting mechanisms will ‘get it right’ where only 
appropriate content will be censored. Both platforms cultivated this hope by emphasising 
the steps they had already taken to fixing their system shortly after users responded with 
outrage (Tumblr Staff, 2017a; Wright, 2017b). The platforms also work to carefully pre-
serve distinctions between ‘good’ LGBTQ content, described as ‘completely innocuous’ 
(Tumblr Staff, 2017a), and ‘bad’ LGBTQ content and affirm the ease by which these two 
types of content are distinguishable, despite the errors the filter may have made. It is signifi-
cant that in their apology statement, YouTube (Wright, 2017a) specifically identifies a num-
ber of videos by LGBTQ creators where the platform’s filter ‘got it wrong’, using the 
example of a queer Youtuber’s video about their wedding vows and another in which a 
young gay man comes out to his grandmother. These examples serve to demonstrate the 
normative queer subject, in the form of the one who participates in and seeks validation from 
heteronormative social institutions like marriage and the family. Such subjects are presented 
in opposition to the more ‘mature topics’ to which queer desire belongs. It is significant too, 
that the initial impetus for both YouTube and Tumblr to introduce and extend filtering sys-
tems was connected to pressure from advertisers to avoid advertisements appearing along-
side content not deemed to be ‘suitable for all audiences’ (Perez, 2013; Solon, 2017). These 
pressures and practices can be compared to the prevalence of ‘multicasting’ in television 
production, in which content seeks to appeal to the widest possible audience, rather than fill 
a niche (Himberg, 2014). Platform responses to LGBTQ users’ complaints that seek to iden-
tify what is acceptable and unacceptable queerness in the mainstream can thereby be situ-
ated within a broader history of media representations of queer life that are oriented towards 
heterosexual tastes – via a process that Ng (2013) has termed ‘gaystreaming’.
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Ultimately, these classification regimes produce a responsible sexual citizen through 
processes that seek to keep sex and queer desire contained and reserved for the ‘adult’. 
This attempt to obscure queer desire from public digital space can be situated within a 
history of heteronormativity in which heterosexual sex is rendered ordinary (Warner, 
2000). As Rubin (1984) argues, queerness is acceptable only to the extent that it resem-
bles ‘good’ and ‘natural’ heterosexual sex. Yet, as Lauren Berlant (1997) reminds us, 
the protection of privacy is for heterosexuality, while ‘all queers have is that closet’  
(p. 63). Putting this in the context of the normative sexual citizenship these social 
media platform policies constitute, while forms of LGBTQ life may be eventually 
deemed acceptable for general viewing by these restricted modes, the queer desires 
that underpins this life remains suspect. Responsible sexual citizenship here, for the 
LGBTQ community, relies heavily on homonormativity (Duggan, 2002), in which 
hetero sexual privilege must be maintained and queer desire must remain ‘private’ lest 
it threaten ‘acceptable’ LGBTQ content.

Scandalising Weibo

The production of such limited options for LGBTQ expression can be seen in a censor-
ship scandal that occurred in April 2018 in relation to the Chinese social media site 
Weibo. The site faced intense public outcry after it issued new community guidelines that 
sought to remove homosexual content from its platform, along with pornographic and 
violent material (Koetse, 2018). Weibo’s change in policy served to bring the site into 
line with regulations governing Internet content issued by the mainland Chinese govern-
ment (Koetse, 2018). However, only 2 days after making the announcement, Weibo 
reversed the ban on homosexual content, following a grassroots viral campaign by its 
users organised around the hashtags #iamgay and #iamgaynotapervert (Kuo, 2018). 
Although Weibo’s controversy needs to be understood within its specific cultural and 
political context (for further information, see Koetse, 2017), like Tumblr and YouTube 
these incidents involving the restriction of content made similar connections between 
LGBTQ content and violence or pornography. And, as with the LGBTQ campaign 
against censorship on Tumblr and YouTube, the changes proposed by Weibo were coun-
tered by protests from within the LGBTQ community which mobilised so as to constitute 
queerness as ‘safe’. This is reflected in the hashtags used to proclaim the distinction 
between queerness and perversion, constructing social networking spaces as accessible 
to the LGBTQ community conditionally if they demonstrate normative sexual behav-
iour. Weibo’s censorship scandal and the resulting resistance campaign demonstrates the 
ways such classification technologies help induct LGBTQ subjects into normative sex-
ual citizenship, even while they may seek to resist the censorship itself.

The horse is naked: potential for resistance beyond 
normative sexual citizenship

Despite the normative imperative driving the work of classification, we argue that the 
high-profile failures of these classification systems create the conditions for users to 
dwell on the messy boundaries between sex and sexuality. By drawing attention to the 
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failure of rigid categories of classification, the current debate can be seen as an opportu-
nity for fashioning more nuanced and different approaches to the assessment of online 
content, based on context, contingency and mobility of meaning. Through this distribu-
tion of meaning and opportunity to more and more online users, these shifts in classifica-
tion invite reflections on how diversified practices of access and restriction can give rise 
to different experiences and expressions of sexual citizenship.

In the wake of the 2017 and 2018 Safe Mode scandals on Tumblr, users posted about 
the system’s failure to appropriately classify posts as well as shared memes mocking the 
platform. One user posted a list of ‘Things Tumblr Safemode has blocked from my infant 
eyes’ (sic), which was liked and reblogged by thousands of users (Nyan, 2017). The list 
included a ‘gif of a parrot getting brushed (sic)’ and a ‘[v]ideo of Fireworks’. A widely 
reshared post by another user showed an image of a tan coloured horse being ridden by 
a dog; the user offers a look into the source code of the image to reveal that it was clas-
sified as ‘unsafe’ (dongulusdisgustus, 2017).4

In 2018, following the ban of adult content on Tumblr, users played with the language 
of the new guidelines referring to ‘female presenting nipples’, posting images that were 
flagged as inappropriate and speculating that they may have contained these nipples 
(Bright, 2018). One user posted a topless cartoon image of Nintendo videogame charac-
ter Mario with the caption ‘at least we still have Mario-presenting nipples’, only to show 
a screenshot of the image flagged as explicit (osha-watt, 2018). These and other similar 
posts invite playful reflection on the part of the viewer as to what the algorithm might see 
in the image. Put simply, was the horse naked? Could the algorithm see Mario’s nipples? 
The tan of the horse’s coat is refigured for the viewer through the perspective of the Safe 
Mode algorithm, to consider what nudity might mean for the filter. Though some of these 
posts were circulated by users to make light of the classification mechanism, at the same 
time the viewer may, albeit playfully, imagine how the image may be interpreted digi-
tally as nakedness or sexuality. In this sense, we might interpret these algorithmic sorting 
systems as also capable of producing queer encounters with platform users, which undo 
attempts to make these categories of sex, sexuality, explicit and ‘safe’ solid.

In the statements made by YouTube and Tumblr, platform policies attempt to establish 
a false opposition between algorithmic failure to attend to nuance and the sophistication 
of human judgement. In contrast, the reality of both these processes involves the reduc-
tion of dynamic sexual practices, desires and pleasures to blunt representational frames. 
In this article, we have explored the capacity of these restrictive modes to produce nor-
mative sexual citizenship through stabilising boundaries between sex and sexuality and 
preserving adulthood and maturity around these boundaries. However, within the con-
stant negotiation ongoing in navigating what constitutes sex, sexuality or nudity, there 
remains the potential for resistance in the excessive experience of content that cannot be 
captured by these representational systems. ‘Sexuality refuses demystification’, as 
Edelman (2004: 28) proclaims, and classification practices always fail to understand it 
fully, try as they might to grasp its principal characteristics.

By sharing moments of the algorithm’s failure, users also defy the representational 
terms of the policies and incline towards the excessive and messy nature of classification 
practices. In these parodic moments, we find the fraying of the authority and credibility 
of online classification. As such, they create opportunities for cultivating an ethics of 
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access and restriction in relation to sexual and gender difference which is of a different 
order to the corporate, systems-level work of classification currently in place. The users 
encounter with the content classification algorithm here might be best understood 
through Bucher’s (2017) concept of the algorithmic imaginary, which she defines as ‘the 
way in which people imagine, perceive and experience algorithms and what these imagi-
nations make possible’ (p. 31). Bucher argues for an understanding of the affective 
dimensions of entanglements with algorithmic logics and seeks to attend to the felt 
dimension of algorithms. In taking such an approach to the playful responses to Tumblr’s 
Safe Mode, we can observe users reflecting on images through the imagined eye of the 
algorithm, becoming sensitised to parts of the image that might have drawn its attention. 
In their encounter with this content classification algorithm, users may reflect on how 
one might differentiate between a cartoon nipple that is erotic versus one that is ‘non-
sexual’. Although these responses by Tumblr users identify the faults with the algorithm 
they also highlight the ambiguities and always-more-than-representational nature of the 
subject matter.

Conclusion

The restricted modes that we have discussed here draw attention to the normative pro-
duction of sexual citizenship, of adulthood and maturity through the connection of sex 
and violence to ‘adult’ content, but also more subtly to the messiness of distinctions 
between sex and sexuality. By seeking to affirm the possibility of these mechanisms 
being corrected to adequately distinguish between sex and sexuality, the responses from 
YouTube and Tumblr construct a queer subject without desire as the ‘good’ sexual citizen 
in their online communities. Their content moderation policies attempt to cultivate a 
belief in the possibility of a future of LGBTQ inclusion that is predicated on separating 
sexuality from queer sexual identity, such that queer can be acceptable ‘content’ only if 
queer bodies are not sexualised.

Sexual citizenship is, we argue, negotiated through many digital practices, including 
these content classification processes. These flawed modes disrupt the safe spaces on 
these platforms in which queerness can flourish, revealing them to be subject to some of 
the same kinds of censorship of queerness that occur in other spaces. However, they also 
reveal the futility of the fantasy of these algorithmic censors – namely, that we can easily 
‘get it right’ or distinguish between these messy categories. In cultivating this awareness, 
these moments of censorship create a space in which users may dwell on what constitutes 
nudity, sexual content or desire in ways that are sometimes playful and oriented towards 
resisting the normative modes of sexual citizenship that imagine these distinctions to be 
solid and self-evident. By attending to these emerging differences, we can conceptualise 
new ways of doing queer ethics online, reflecting on the flaws within contemporary clas-
sification practices and embracing desire through these mediated constraints.
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Notes

1. ‘Queer’ and LGBTQ are used interchangeably in this article to refer to people who are of 
diverse genders and sexualities, to reflect current popular terminology in which queer oper-
ates as an umbrella term for a proliferating group of more specific sexual and gender identities 
(Robards et al., 2018).

2. For a discussion of the historical circulation of ‘sexual citizenship’ as an idea, and in particu-
lar its relationship to ideas about ‘youth’, please see the introduction to Youth Sexuality and 
Sexual Citizenship (Aggleton et al., 2018).

3. At the time of Yahoo’s purchase of the site, adult content represented 11.4% of Tumblr’s 
top 200 most-visited domains and 22% of referral traffic to the site was from adult websites 
(Perez, 2013).

4. In line with the Australian National Health and Medical Research Council’s (2018) guidelines 
for research involving social media content, we considered the context in which these social 
media posts (on Tumblr) were located before choosing not to anonymise the content. Because 
the content was presented with the intention of shareability and had reached a wide audience, 
we wanted the authors to retain authorship of their content.
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