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Abstract
Background: In meta-analysis, the presence of funnel plot asymmetry is attributed to publication
or other small-study effects, which causes larger effects to be observed in the smaller studies. This
issue potentially mean inappropriate conclusions are drawn from a meta-analysis. If meta-analysis
is to be used to inform decision-making, a reliable way to adjust pooled estimates for potential
funnel plot asymmetry is required.

Methods: A comprehensive simulation study is presented to assess the performance of different
adjustment methods including the novel application of several regression-based methods (which
are commonly applied to detect publication bias rather than adjust for it) and the popular Trim &
Fill algorithm. Meta-analyses with binary outcomes, analysed on the log odds ratio scale, were
simulated by considering scenarios with and without i) publication bias and; ii) heterogeneity.
Publication bias was induced through two underlying mechanisms assuming the probability of
publication depends on i) the study effect size; or ii) the p-value.

Results: The performance of all methods tended to worsen as unexplained heterogeneity
increased and the number of studies in the meta-analysis decreased. Applying the methods
conditional on an initial test for the presence of funnel plot asymmetry generally provided poorer
performance than the unconditional use of the adjustment method. Several of the regression based
methods consistently outperformed the Trim & Fill estimators.

Conclusion: Regression-based adjustments for publication bias and other small study effects are
easy to conduct and outperformed more established methods over a wide range of simulation
scenarios.

Background
Publication bias (PB) has the potential to distort the sci-
entific literature [1,2]; since it is the "interest level", or sta-

tistical significance of findings, not study rigour or
quality, that determines which research gets published
and is subsequently available [3]. A meta-analysis of the
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published literature will be biased and may adversely
affect decision making if PB exists.

More generally, the tendency for smaller studies to show
a greater effect than larger studies, when evaluating inter-
ventions, has been named small-study effects [4]. These
could be due to publication bias, or other factors. Any fac-
tor which confounds the relationship between-study
effect and study size may cause small-study effects. For
example, if an intervention is more effective in high-risk
patients, and the small studies are, on average, conducted
in higher-risk patients, this may result in a larger treat-
ment efficacy being observed in the smaller studies. Fur-
ther, it has been observed that certain aspects of trial
quality influence effect size estimates and empirical evi-
dence suggests that small studies are, on average, of lower
quality [4].

Typically, the presence of small-study effects in meta-anal-
ysis is identified through asymmetry of a funnel plot. A
funnel plot is a scatter plot of study effect size (usually on
the x-axis) against a measure of study precision on the y-
axis [5] (see Figure 1, ignoring the additional annota-
tions). When no small-study effects are present, the funnel
plot should resemble an inverted funnel with larger varia-
tion in effect sizes being observed in the less precise stud-
ies (due to sampling error). When small-study effects are
present, the funnel will look asymmetrical with a ten-
dency for effect sizes to be larger in the less precise studies,
suggesting a missing 'chunk' out of the funnel on the left-
hand side (presuming large positive effect sizes are bene-
ficial).

Several statistical methods exist for detecting funnel plot
asymmetry/small-study effects [6]. However, detection
alone is i) limited since the likely impact of the bias is not
assessed, [7]; ii) problematic since the chance of a false

Regression line and standard meta-analysis on a funnel plot of simulated asymmetrical dataFigure 1
Regression line and standard meta-analysis on a funnel plot of simulated asymmetrical data.
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negative result are typically high; [8] and iii) insufficient if
the results of the meta-analysis are to inform policy deci-
sions. A reliable way to adjust meta-analysis for small-
study effects is required to facilitate more reliable deci-
sion-making.

Disentangling the underlying cause of funnel plot asym-
metry is difficult, although adding contours of statistical
significance onto the plot has recently been suggested as a
way of aiding interpretation [9]. However, whether the
cause for funnel asymmetry is publication bias or other
factors, predicting the effect in an infinitely large study –
at the top of a funnel plot – can be perceived to be unbi-
ased since i) if publication bias is the cause, larger studies
will be less affected than smaller ones under the selection
mechanisms assumed to underlie publication bias [10]
(i.e. a hypothetical study of infinite size would have no
chance of being suppressed and hence would provide an
unbiased estimate of the population effect); and ii) if
other confounding factors are the source of the small-
study effects, the effect sizes of larger studies better repre-
sent the effects that would be seen when an intervention
is implemented on a large scale, while smaller studies
tend to be less representative of the population of interest.
(Again, the effect size of interest is best represented by a
hypothetical study of infinite size.)

We evaluate, through a comprehensive simulation study,
a number of regression-based approaches to adjust a
meta-analysis for publication bias. We also evaluate the
performance of the models conditional on a statistically
significant result from a test for publication bias. For com-
parison we also consider the Trim & Fill method [11],
which is probably the most widely used adjustment
method presently.

In the simulation study we have generated small-study
effects by inducing PB using different models for study
suppression. Therefore, for simplicity, we refer to PB as the
cause of such small-study effects in the remainder of this
paper. However, as argued above, we consider such an
approach to be appropriate for all small-study effects in a
decision making context.

The outline of this article is as follows. Section two
presents a description of the statistical methods assessed.
Section three describes the design of the simulation study.
Section four presents the results of the simulation study,
and Section five, the discussion, concludes the article.

Methods
Adjustment methods evaluated
The context considered throughout is that of 2-arm com-
parative studies reporting binary outcome data, with the
meta-analysis being conducted on the (log) odds ratio

scale. The different regression-based methods used to
adjust for PB are described below. Additionally, for com-
pleteness we also consider the standard fixed and random
effects meta-analysis models [12].

Trim and fill
Trim & Fill [11,13] is probably the most popular method
for examining the possible effect of PB on the pooled esti-
mate, and can be defined as an iterative non-parametric
adjustment method based on a rank-based data augmen-
tation technique to account for asymmetry on the funnel
plot. Briefly, the method "trims" the asymmetric studies
on the right-hand side of the funnel for which there are no
left-hand counterparts. A revised pooled estimate "adjust-
ing for publication bias" is then derived from this reduced
dataset. Then, the "trimmed" studies are reinstated and
studies, assumed to be missing, are imputed on the oppo-
site side of the funnel by "reflecting" the trimmed studies
about the adjusted pooled effect line and uncertainty in
the "adjusted" pooled effect is calculated using this aug-
mented dataset.

We evaluate both L0 and R0 estimators [13] in the simula-
tion study. However, since results were similar for both
estimators relative to differences with the other methods,
only the results from the R0 estimator are presented. We
implement this method using fixed effects in both the
'trimming' and 'filling' parts of the algorithm (fixed-
fixed), similarly, random effects for both parts (random-
random), and fixed effects to 'trim' and random effects to
'fill' (fixed-random). Justification and evaluation of these
variants is available elsewhere. [6,14]

Regression methods
A number of regression models exist that assess the degree
of association between the study effect and a measure of
its precision. The initial test based on the statistical signif-
icance of this association was suggested by Egger et al.
[10], but due to concerns regarding its performance on the
odds ratio scale, several modifications have now been
proposed and are also considered [15,16]. A further arc-
sine-based regression test developed by Rücker et al. [17]
is not considered further here because it performs a correc-
tion on the arcsine scale, which is harder to directly com-
pare with the other methods performance.

Evidence of such an association may suggest that the
meta-analysis is affected by PB(/small-study effects) if the
observed smaller, less precise, studies have larger effect
sizes than the more precise studies [4,18]. This association
can be illustrated by the regression line on a funnel plot
(figure 1). This figure presents a standard funnel plot [19]
of outcome (ln(OR)) against a measure of study precision
(se(lnOR)), for a simulated dataset with an underlying
ln(OR) of 0.4 but with PB induced (i.e. studies are sup-
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pressed in bottom left hand side of plot). This regression
line indicates how the less precise studies tend to have, on
average, larger treatment effects, implying that PB(/small
study effects) bias exist.

By extrapolating this regression line to the point where the
standard error is zero, the effect size from a (hypothetical)
infinitely large study can be predicted. And, as discussed
in Section 1, this can be interpreted as the effect size
adjusted for PB(/small-study effects). For example in Fig-
ure 1, a standard fixed effects meta-analysis estimates a
pooled effect size of ln(OR) = 0.58, which is considerably
larger than the true underlying effect (lnOR = 0.4). When
meta-regression is applied to the dataset, where the inde-
pendent variable is se(ln(OR)), this predicts a ln(OR) of
0.38 for a se(ln(OR)) of 0, which is closer to the underly-
ing truth. The notion of adjusting for PB through incorpo-
ration of study precision as the meta-regression covariate
has been suggested previously [4,20-22] but not formally
evaluated. Details of these various regression methods
applied in this way are described below.

'Egger' et al. [10] proposed a regression test for funnel
asymmetry that is widely used. The original equation pub-
lished by Egger et al. [10] can be shown to be equivalent
to a weighted linear ordinary least squares regression
model with standard error as a covariate [4]:

where yi is the ln(OR) from study i (in the context consid-
ered in this paper) and sei is its associated standard error.
We interpret the two coefficients α and β to represent the
adjusted pooled effect (intercept) and the slope associated
with funnel plot asymmetry respectively. The regression is
weighted by the inverse of the estimated effect size vari-
ance for each study (1/sei 

2). φ is an unknown multiplica-
tive dispersion parameter that is estimated in the
regression and allows for possible heteroscedasticity
[23,24].

The notion of this multiplicative error term in this context
is not consistent with the typically used variance-weighted
meta-regression models where the error is additive [23].
As a result, we also implement an alternative model with
an additive error i.e.

This fixed effects regression model assumes homogeneous
effect sizes. While the multiplicative dispersion parameter

φ in equation (1.a) allows for the incorporation of
between-study variability [23], the more usual way of
allowing for heterogeneity in a meta-analysis is through
the incorporation of a random effect into the model. In
this way, the between-study variance is modelled, not as a
multiplicative component (φ), but, as an additive compo-
nent of between-study variance (τ2) to the within-study
variance (sei 

2):

Here, μi is a normal error term with mean zero and vari-
ance τ2 to be estimated from the data.

'Egger-Var' methods are modifications of the Egger model
variants (equations 1.a-c) created by replacing the stand-
ard error of each study's effect size with the corresponding
variance as the predictor variable. This implies that the
relationship between effect size and its variance is linear,
whereas the Egger approach assumes linearity in relation
to the standard error.

'Harbord' is a regression test for small-study effects [16].
A distinct advantage of this method is that it reduces the
correlation between the ln(OR) and its corresponding
standard error which causes asymmetry in funnels even
when no small-study effects exist [25]. The statistical
model can be expressed as:
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where Zi is the efficient score and Vi is Fisher's information
(the variance of Z under the null hypothesis for the ith

study).

'Peters' corresponds to another regression test for funnel
asymmetry [15]. This weighted linear ordinary least
squares regression model establishes a linear association
between-study effect and its sample size weighted by a
function of sample size. Peters et al.'s approach is a mod-
ification of Macaskill's test [25] which it outperformed
under simulation [15], with the inverse of the total sam-
ple size as the independent variable. Using a function of
the sample size as the predictor variable avoids the struc-
tural dependence between ln(OR) and var(ln(OR)) (N.B.
the problem which also motivated the development of the
Harbord method). It also avoids violating an assumption
of regression analysis infringed by all the previous meth-
ods, which is that the covariates are estimated but error is
ignored [26].

As before, the two coefficients α and β represent the
adjusted pooled effect (intercept) and the regression slope
respectively. For each study i, a and b represent the
observed number who experience the outcome of interest
in the treated and control groups, respectively, and c and
d are the numbers corresponding to those not developing
the outcome in the treated and control group respectively.
Thus, the sample size of the ith study corresponds to the
sum of ai, bi, ci and di.

Conditional methods
We suspect, in practice, researchers carry out a test for
small-study effects and consider the use of adjustment
methods conditional on the outcome of such a test. There-
fore, we also evaluate two conditional approaches in
which a standard random effects model or either of the
original Egger or Harbord adjustment based methods are
used depending on whether the corresponding test (i.e.
Egger or Harbord respectively) was significant at the 10%
level. Since the Egger conditional approach is almost
always outperformed by the Harbord conditional
method, only the latter is reported below.

Summary of adjustment methods
In summary, the performance of the following adjustment
methods is reported below. An abbreviation is given to
each method, which is used in the remainder of the paper:

• The two usual standard meta-analysis methods

• Fixed effects meta-analysis (FE)

•; Random effects meta-analysis (RE)

• Non-parametric adjustment method: Trim & Fill

• R0 estimator, trim using fixed effects & fixed
effects on filled dataset (TF FE-FE)

• R0 estimator, trim using fixed effects & random
effects on filled dataset (TF FE-RE)

• R0 estimator, trim using random effects & ran-
dom effects on filled dataset (TF RE-RE)

• Parametric adjustment methods: weighted regressions

• Egger's model variants:

• Fixed effects (FE-se);

• Random effects (RE-se)

• Dispersion (D-se)

• Egger-Var model variants:

• Fixed effects (FE-var)

• Random effects (RE-var)

• Dispersion (D-var)

• Other regressions

• Harbord's model (Harbord)

• Peters' model (Peters)

• Conditional method

• PB test plus conditional adjustment based on it
using Harbord's model (Harbord-C)

Simulation Study
Methods for generating the meta-analysis datasets
Simulated meta-analyses were based on a set of character-
istics intended to reflect meta-analyses of randomised
clinical trials in the medical literature. The assumptions
made and parameter values chosen have drawn on the
authors' extensive experience in this area as well as consid-
ering the complete review of previous simulation studies
in the field [27].

y
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Scenarios in which 5, 10, 20 or 30 individual trials were
included in the meta-analysis were explored [4]. The sam-
ple size of the individual studies within each meta-analy-
sis was generated from a log normal distribution with
mean 6 and variance 0.6. This reflects the greater number
of small studies compared to large studies as commonly
observed in real meta-analyses. This distribution results in
a mean (median) size of 483 (403) individuals per study
and a standard deviation of 318. The 1% (99%) percentile
is 100 (1628) individuals per study. The numbers of indi-
viduals allocated to treatment and control arms was equal
for all simulations.

Both fixed (homogeneous) and random effects (heteroge-
neous) meta-analysis scenarios were simulated. Underly-
ing effect sizes (i.e. for all studies under fixed effects and
for the mean of the distribution of studies under random
effects) considered were OR = 1 (null effect), 1.5 and 3
(representing a large effect), where OR > 1 is considered
clinically beneficial. Following the approach of
Schwarzer's et al. [28], the event rate for the intervention
and control arms is modelled by simulating the average
event probability of the treatment and control trial arms.
(This approach reduces the correlation between individ-
ual effect estimates and their corresponding standard
errors compared to modelling the event rate on the con-
trol group). The average event probability for each trial
was generated according to a uniform distribution (0.3,
0.7). The actual number of events in each study arm was
generated according to a binomial distribution taking into
account the corresponding arm event probability and
study arm size.

To simulate each trial within each meta-analysis under
fixed effects, the following model was used:

Where underlying ln(OR) is δ, and μi is the average event
rate on the logit scale in the ith study. ni, piri are the number
of subjects, the probability of an event (derived directly
from μi and δ), and the number of events in the ith study
arm respectively, with a superscript C or T indicating the
control or treatment group.

Between-study variability (heterogeneity) is simulated
here since it has been reported to be an important variable
in determining the performance of methods to adjust for
PB [29,30]). Data were generated according to the model
below [31].

Now the underlying effect in the ith trial, δi is assumed to
be drawn from a Normal distribution with mean value θ
and between-study variance τ2. τ2 is defined to be either
0%, 100%, 150% or 200% of the average within-study
variance for studies from the corresponding fixed effects
meta-analyses simulated. [15]

The between-study variance can also be defined in terms
of I2 (the percentage of total variation across studies that
is due to between-study variation rather than sampling
error [32]). In a scenario where PB is absent, a between-
study variation of 0% & 150% of the average within-study
variation corresponds to an average I2 of 7% & 57%
respectively. Note that under scenarios where PB is simu-
lated, this will affect estimates of the between-study varia-
bility [33].

The two most commonly assumed selection processes
used in previous simulation studies to induce PB are con-
sidered here:

1) Publication suppression on the basis of a one-sided p-value 
associated with the effect estimate of interest [14,25,33-36]
The probability that a study is published depending on its
resulting p-value is modelled by a step function with dis-
continuities determined by two cut-points as shown in
Table 1. Following Peters' [37] and Hedges' [34]
approach, two levels of bias were induced to represent
"moderate" and "severe" PB (Table 1); for example, under
severe PB, only 25% of studies with a p-value larger than
0.2 are published and subsequently included in the meta-
analysis.

2) Suppressing the most extreme unfavourable results
This assumes that only the estimated effect size influences
whether a study is included in the meta-analysis or not, so
that studies with the most extreme unfavourable estimates
of effect are excluded [11,14]. Here, the number of studies
excluded does not depend on the underlying effect size, as
it does when PB is induced on the basis of p-value. "Mod-
erate" and "severe" PB were represented by excluding
either the 14% or 30% of the most extreme studies show-
ing an unfavourable effect such that the final number of
studies in a meta-analysis was reached. For example,
under severe level of PB, where the meta-analysis size
ought to be 30, 50 studies are generated so that 20 studies
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Table 1: Specification of publication bias severity based on one-sided significance

Severity of Publication Bias p-value from study Probability study included in MA

Moderate < 0.05 1
0.05 – 0.5 0.75
> 0.5 0.25

Severe < 0.05 1
0.05 – 0.2 0.75
> 0.2 0.25

Schematic outlining the meta-analysis scenarios simulatedFigure 2
Schematic outlining the meta-analysis scenarios simulated. 5000 meta-analysis datasets for each combination of the 3 
underlying odds ratios, 4 different numbers of trials in the meta-analysis, 4 levels of heterogeneity, and 5 PB situations (240 sce-
narios in total) were generated.
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(i.e. 30% of the original 50 studies) giving the most
extreme unfavourable estimates are omitted from the
meta-analysis.

Simulation scenarios investigated
The meta-analytic scenarios used to investigate the per-
formance of the alternative adjustment methods are
intended to encompass a comprehensive collection of
realistic situations. Figure 2 outlines the scenarios consid-
ered.

Altogether there are 5 different PB situations (none, and
moderate and severe for both p-value and effect size sup-
pression). Each of these situations is applied to all combi-
nations of the following meta-analysis characteristics:
underlying effect size (OR = 1, 1.5 & 3), number of studies
in the meta-analysis (5, 10, 20 & 30) and degree of
between-study heterogeneity (0%, 100%, 150% or 200%
of the average within-study variance). This results in 240
individual scenarios, with 5,000 simulated datasets gener-
ated for each scenario. All methods summarised in section
2.4 were applied to each of these datasets. All statistical
analyses were performed using Stata, version 9.2 [38].

Results of this simulation study are reported in section 4;
although not all scenarios are shown due to the negligible
added value they provide to the overall conclusions. In
particular, scenarios with "moderate" bias are omitted
because they follow the same overall trend as the more
severe scenarios, but with differences between methods
tending to be less pronounced. Hence the PB situations
labelled 1, 2 and 4 in Figure 2 (none and severe by both
mechanisms) are reported here. (For completeness, a
web-only appendix containing the remaining scenarios
are available from [see Additional file 1]).

Criteria to assess the methods performance
In order to evaluate the adjustment methods, their per-
formance is assessed through measures of model accuracy
(bias), precision (variance) and coverage (type I error
rate) [39] in the simulation study.

We consider "absolute bias" – the expected difference
between the estimated (adjusted) effect and the underly-
ing true effect across all simulations. A negative bias indi-
cates an under-estimate of the true underlying effect, and
a positive residual bias indicates an over-estimate of the
true underlying effect. Arguably, when interpreting abso-
lute bias, it is important to consider how close the true
effect is from the null effect. It is desirable for the adjust-
ment methods to work well near the null where small
changes may have impact on the direction of the effect
and hence any conclusions. Conversely, if the perform-
ance is poorer further away from the null effect (e.g. OR =
3), the consequences are, in some respects, less of a con-

cern because it is unlikely that PB will change the direc-
tion of the pooled effect.

In addition, we consider the mean squared error (MSE)
which incorporates both the variance and bias of the esti-
mator [39]:

Where  is the estimated ln(OR) predicted by the model

for the jth simulated meta-analysis (j:1, ..., N; where N is
the total number of simulations). The underlying true

value of  is θ. The MSE can be thought of as correspond-

ing to the sum of the variance plus the square of bias of .

We also consider the coverage probability, which can be
defined as the proportion of simulations in which the true
underlying effect lies within the 95% confidence interval
of the predicted effects simulated. This informs how well
the type I error is controlled by the statistical model. The
coverage probabilities should be approximately equal to
the nominal coverage rate to properly control the type I
error rate for testing a null hypothesis of no difference in
effect size between the true underlying effect and the pre-
dicted one; the 5% level is used throughout.

The final measure considered is the average "variance" of
the predicted pooled effects. This is used to ascertain the
contribution of bias and variance to the MSE.

Results
Figures 3 and 4 present the results of simulated meta-anal-
yses of 30 studies with no PB and underlying OR = 1 and
OR = 3 respectively while varying the degree of between-
study heterogeneity (defined on the x-axis of all plots).
Unsurprisingly, when PB is not induced, the standard ran-
dom-effects meta-analysis estimator performs best and
provides an unbiased estimate, correct 95% coverage
probability and the lowest MSE of all methods examined.
When the underlying OR = 1, the majority of the other
methods also perform very well (figure 3), although the
overall performance is significantly reduced once the
between-study variance exceeds the within-study vari-
ances; i.e. I2 > 50%. Generally, the methods which allow
for heterogeneous data (i.e. include random effects or dis-
persion parameters) obtain more reasonable coverage
probabilities than those which do not.

When the underlying effect is increased to OR = 3 (figure
4), greater variability in results of the different methods is
observed, with generally worse performance seen for most
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methods. This is due, at least in part, to the susceptibility
of some methods to the induced artefactual relationship
between ln(OR) and its se(lnOR) which increases as the
OR increases. Indeed, while the standard random effect
model has no bias, the two adjustment methods with low-
est absolute bias are those using the Peters and the condi-
tional Harbord models which were developed to
circumvent the problems of the artefactual relationship.
Note also that the Harbord, Egger RE (RE-se) and disper-
sion (D-se) methods report large MSE values. This can be
partially explained by their large variance in the model
predictor. With respect to the Egger based methods, the
use of the variance as the predictor variable provides less
biased and more precise estimates than using the standard
error.

Figure 5 presents results of simulated meta-analysis with
an underlying OR of 1, where no PB is induced and τ2 = 0,
while varying the number of studies included in the meta-
analysis. Figure 5 reveals how several methods, i.e. both
FE and RE standard meta-analyses and FE & RE Egger-
based methods (FE-se, RE-se, FE-var & RE-var), report sub-
stantial overcoverage values – well above the pre-specified
95% – particularly for meta-analyses including less than
30 studies. Whereas the methods which include a disper-
sion parameter retain more appropriate coverage proba-
bilities. Nevertheless, the overcoverage problem
disappears under heterogeneous conditions (not shown);
implying that the methods listed above are unable to pro-
vide reasonable coverage probabilities for fairly homoge-
neous data (i.e. approximately I2 < 10%) for meta-
analyses with typically small numbers of studies (i.e.
below 30 studies).

Measures of absolute bias, coverage probabilities, MSE and precision of the predicted effect for meta-analyses simulated to have 30 studies, an underlying OR of 1 (lnOR = 0) and no PB alongside increasing levels of heterogeneity (PB situation 1)Figure 3
Measures of absolute bias, coverage probabilities, MSE and precision of the predicted effect for meta-analyses 
simulated to have 30 studies, an underlying OR of 1 (lnOR = 0) and no PB alongside increasing levels of hetero-
geneity (PB situation 1).



BMC Medical Research Methodology 2009, 9:2 http://www.biomedcentral.com/1471-2288/9/2

Page 10 of 17
(page number not for citation purposes)

Figures 6 and 7 display the results of simulations with
severe PB induced by one-sided p-values for OR = 1 & 1.5
respectively. In these plots the degree of between-study
heterogeneity is varied along the x-axis. OR = 1.5 is
reported rather than OR = 3 because, in the latter case very
few studies would be suppressed under this selection
mechanism as the majority of studies are highly statisti-
cally significant (i.e. similar results are obtained to those
presented previously in figure 4). When severe PB is
induced, standard meta-analysis methods, and to less
extent all Trim & Fill variants, do not perform well, pro-
ducing biased estimates and poor coverage probabilities.
Figures 6 and 7 also suggest that none of the adjustment
methods perform particularly well under large values of
heterogeneity combined with extreme PB.

The degree of absolute bias is dependent on the underly-
ing odds ratio. This can be explained by p-value induced
PB causing 'disfigurement' to the funnel plot which is
dependent on the underlying odds ratio; i.e. the funnel
plot is almost intact under OR = 3, while a very asymmet-
rical shape is obtained under OR = 1. The methods that
can accommodate heterogeneous data (through the inclu-
sion of random effects or dispersion parameters) are the
ones with the most appropriate coverage probabilities
among the ones evaluated; these include the Harbord,
Peters as well as the Egger-based methods (RE-se, D-se,
RE-var & D-var). However, the Harbord and the two Egger
(RE-se & D-se) methods report substantially inflated MSE
and variance values compared to other methods evalu-
ated.

Measures of absolute bias, coverage probabilities, MSE and variance of the predicted effect for meta-analyses simulated to have 30 studies, an underlying OR of 3 (lnOR = 1.1) and no PB alongside increasing levels of heterogeneity (PB situation 1)Figure 4
Measures of absolute bias, coverage probabilities, MSE and variance of the predicted effect for meta-analyses 
simulated to have 30 studies, an underlying OR of 3 (lnOR = 1.1) and no PB alongside increasing levels of het-
erogeneity (PB situation 1).
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In Figure 8, we consider severe PB induced by effect size
on meta-analyses of 30 studies with an underlying OR of
1 while varying the amount of between-study heterogene-
ity. Since inducing PB in this manner has the same effect
on the funnel shape regardless of the underlying effect size
simulated (unlike suppression based on one-sided p-
value), only OR = 1 is exhibited here. Nevertheless, the
performance of some of the methods will still be depend-
ent to some degree on the underlying effect size due to the
induced correlation mentioned earlier (not shown but
available in the web-only appendix [see Additional file
1]).

The conditional regression method, Trim & Fill and stand-
ard meta-analysis estimators do not perform particularly
well due to low coverage and large amounts of residual
bias. As before, for larger values of heterogeneity, the

Egger-Var methods (FE-var, RE-var & D-var) tend to report
somewhat lower MSE and coverage probabilities than the
Egger ones (FE-se, RE-se & D-se) thanks to their restrained
variance.

Also of note is that, under fairly homogeneous effects,
adjustment methods based on FE (FE-se & FE-var) and RE
(RE-se & RE-var) Egger models provide coverage probabil-
ities well above 95%, implying inappropriately small type
I error rates. This can be explained by the inability of these
models to accommodate the underdispersion of observed
effects (i.e. less variability than would be expected by
chance) caused by PB. Conversely, the methods which
include a dispersion parameter do not suffer from exces-
sive coverage probabilities due to the fact that they can
accommodate underdispersion by allowing the disper-
sion parameter below the value of one. This means that

Measures of absolute bias, coverage probabilities, MSE and precision of the predicted effect for homogeneous meta-analyses and underlying OR of 1 (lnOR = 0) and no PB alongside increasing meta-analysis sizes (PB situation 1)Figure 5
Measures of absolute bias, coverage probabilities, MSE and precision of the predicted effect for homogeneous 
meta-analyses and underlying OR of 1 (lnOR = 0) and no PB alongside increasing meta-analysis sizes (PB situa-
tion 1).



BMC Medical Research Methodology 2009, 9:2 http://www.biomedcentral.com/1471-2288/9/2

Page 12 of 17
(page number not for citation purposes)

the Harbord, Peters and the Egger methods (D-se & D-var)
perform favourably under scenarios where PB causes
underdispersion.

Discussion
In this paper we have compared some novel and existing
methods for adjusting for publication bias through an
extensive simulation study. Results are encouraging, with
several of the regression methods displaying good per-
formance profiles. Overall, no particular method consist-
ently outperforms all others. The overall performance of
all the methods deteriorates as I2 exceeds 50% [30] and
the underlying odds ratio increase; while at the same time
differences between them diverge.

With respect to the popular Trim & Fill method, we find it
hard to recommend over the regression-based alternatives

due to its potentially misleading adjustments and poor
coverage probabilities, especially when between-study
variance is present [14,29], although it should be
acknowledged that Trim & Fill was only intended as a
form of sensitivity analysis [11] rather than as an adjust-
ment method per se.

Although the standard meta-analysis models are a good
approach under lack of PB, they inevitably perform poorly
when PB is present. This motivated the examination of
regression-based adjustment methods conditional on
their associated test for PB. Such an approach is also of
interest because it may reflect what is commonly done in
practice when dealing with suspected PB. Unfortunately,
these conditional approaches did not perform as well as
the (unconditional) alternatives. This may be explained
by the fact that all existing tests for PB suffer from low sta-

Measures of absolute bias, coverage probabilities, MSE and variance of the predicted effect for meta-analyses simulated to have 30 studies, an underlying OR of 1 (lnOR = 0) and severe PB induced by p-value alongside increasing heterogeneity (PB situation 2)Figure 6
Measures of absolute bias, coverage probabilities, MSE and variance of the predicted effect for meta-analyses 
simulated to have 30 studies, an underlying OR of 1 (lnOR = 0) and severe PB induced by p-value alongside 
increasing heterogeneity (PB situation 2).
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tistical power [4,7,25] leading to inappropriate methods
being used in some instances, and, this is a warning to not
using such an approach (formal or informally). This is an
inherent problem of pre-tests since the failure of the pre-
test to reject the null-hypothesis does not prove the null
hypothesis true, unless the pre-test was designed as an
equivalence test.

The persistent low level of coverage probability by the
fixed effects Egger models (FE-se & FE-var) under hetero-
geneous settings render them inappropriate. Equally, cov-
erage probabilities above the 95% threshold produce
inaccuracy on the confidence interval; which potentially
biases any subsequent assessment of uncertainty around
the estimate of interest. This is a serious concern in a deci-
sion-making context, where alternative treatments may

report similar mean effect sizes. In such cases, accurate
quantification of uncertainty to allow discriminating
among treatments is vital to facilitate realistic probabilis-
tic statements about, say, cost-effectiveness relative to the
alternative treatments. Here, both fixed effects (FE-se &
FE-var) and random effects (RE-se & RE-var) Egger models
tend to suffer from excessive coverage probabilities under:

• Scenarios of underdispersion caused by severe PB (figure
8);

• Mostly homogeneous settings (figures 5, 7, 8), provided
the meta-analysis is not exceptionally large (i.e. less than
30 studies); and

Measures of absolute bias, coverage probabilities, MSE and variance of the predicted effect for meta-analyses simulated to have 30 studies, an underlying OR = 1.5(lnOR = 0.4) and severe PB induced by p-value alongside increasing heterogeneity (PB situa-tion 2)Figure 7
Measures of absolute bias, coverage probabilities, MSE and variance of the predicted effect for meta-analyses 
simulated to have 30 studies, an underlying OR = 1.5(lnOR = 0.4) and severe PB induced by p-value alongside 
increasing heterogeneity (PB situation 2).
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• Small size meta-analysis (figure 5), provided the data is
fairly homogeneous.

Additionally, since in practice it will often be difficult to
determine whether heterogeneity is present or not (due to
the low power of associated test and distortions caused by
PB) this makes appropriate implementation of fixed effect
methods difficult.

Over the range of simulation scenarios considered, the
Harbord, Peters and both Egger dispersion (D-se & D-var)
methods would appear to have best overall performance.
They do not always produce the least biased estimate, but
they do consistently retain good coverage probability lev-
els (by equally accommodating homogeneous and heter-

ogeneous data), while keeping competitive with respect to
bias.

However, when faced with small size meta-analyses and/
or heterogeneity (figures 3, 4, 5, 6, 7, 8), the outstanding
coverage comes to a high cost in terms of MSE for the Har-
bord and Egger dispersion (D-se) methods compared to
the other two. These two methods tend to report low
residual bias but yet persistent high MSE values, due to the
large variances. In contrast, Peters and the Egger-var (D-
var) methods report slightly lower coverage probabilities
besides much lower MSE values as a result of their
restrained variance. Due to this, we recommend the Peters
and Egger-var (D-var) methods which perform very simi-
larly throughout the simulations: at least in terms of cov-
erage, MSE and variance. However, there is one instance

Measures of absolute bias, coverage probabilities, MSE and variance of the predicted effect for meta-analyses simulated to have 30 studies, an underlying OR = 1 (lnOR = 0) and severe PB induced by effect size alongside increasing heterogeneity (PB situa-tion 4)Figure 8
Measures of absolute bias, coverage probabilities, MSE and variance of the predicted effect for meta-analyses 
simulated to have 30 studies, an underlying OR = 1 (lnOR = 0) and severe PB induced by effect size alongside 
increasing heterogeneity (PB situation 4).
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(figure 4) where they clearly differ with regard to absolute
bias; which can be explained by the Peters' method prof-
iting from avoiding the structural correlation problem
between outcome and standard error by using a function
of sample size as the predictor variable.

One favourable factor in this simulation study is that
there was always considerable variation in the sizes of the
studies in each dataset. Again, the methods performance
will deteriorate if studies sizes are less variable. This is par-
ticularly a concern for the regression approaches if all the
studies are small, since a larger extrapolation to the inter-
cept would be required.

In these simulations we defined levels of heterogeneity in
terms if I2 (the percentage of total variation across studies
that is due to between-study variation rather than sam-
pling error). By doing this, heterogeneity is induced pro-
portionally to the within-study variation. By defining
heterogeneity in terms of the I2 statistic means we are
focussing on the impact rather than the extent of hetero-
geneity [32] across the different meta-analytic scenarios.
An alternative modelling approach would be to define
heterogeneity in terms of the between-study variance
parameter (τ2) which would lead to an assessment of the
methods with respect to absolute degrees of between-
study variability. Previous studies that evaluate publica-
tion bias methods [15-17,28] have used a mixture of these
approaches and it is not clear which, if either, is superior.

Other methods for PB adjustment are available but were
not evaluated in the simulation study. These include a lit-
erature on the use of selection modelling techniques [40].
The reason for excluding them is twofold: 1) Unless there
are large numbers of studies, it will be necessary to specify
the selection mechanism as a modelling assumption.
Hence their performance will directly depend on how
good the specification of the selection model is and this is
difficult to evaluate via simulation (i.e. if you specify the
selection model to be the same as used to simulate the
data you can guarantee good performance and vice versa).
2) Previous work has acknowledged that since the selec-
tion mechanism is not identifiable from the data, sensitiv-
ity analyses should be carried out using a range of
selection functions. While this is potentially useful in an
inference making context where robustness or lack of it
may be explored over a range of possible selection mod-
els, it is less useful in a decision making context where a
single decision has to be made.

Recently Copas and Malley [22] presented a novel way of
obtaining a robust p-value for effect in a meta-analysis
with publication bias based on a permutation test. Inter-
estingly, this is shown to be closely related to the correla-

tion found in the associated radial plot, which in turn is
closely related to a funnel-plot related regression [4].

Since in medical applications any PB selection mecha-
nisms will be unknown and there will often be too few
studies to estimate it from the data, we believe regression-
based methods, which make no explicit assumptions
about the underlying selection mechanism, may have a
useful role in a decision-based context.

We believe that a broad range of plausible meta-analyses
situations have been evaluated through the scenarios eval-
uated in the simulation study. And that, given the variabil-
ity and limited scope of some of the previous simulation
studies in the evaluation of methods to address PB in the
past, it would be desirable for there to be a consensus sim-
ulation framework in which future tests and adjustment
methods could be evaluated. To this end, the comprehen-
sive framework developed here could form the starting
point for future simulation studies.

Conclusion
In conclusion, several regression-based models for PB
adjustment performed better than either the Trim & Fill or
conditional (regression-based) approaches. Overall, the
Egger-var (D-var) and Peters methods are identified as
methods with potentially appealing statistical properties
for PB adjustment with the Peters method performing bet-
ter for large odds ratios under the simulation scenarios
evaluated. However, it should be acknowledged that
while our simulations were extensive, differences in
results may be observed if different simulation parameter
values were used.

Further research is considered worthwhile given our
encouraging initial results. To this end, further work
exploring the incorporation of information obtained
from external sources to form a prior distribution for the
regression coefficients is being developed in the hope of
improving performance of the regression-based methods.

Finally, while we acknowledge that while publication bias
is a problem that will not entirely disappear regardless of
the statistical method of analysis, ignoring it is an unwise
option [41]. We also support prevention of PB as a more
desirable approach compared to detection or adjustment
[8,16,42]. However, despite the limitations of existing
methods we believe it is helpful to attempt to adjust for PB
as long as it is present in the literature, particularly in a
decision making context [34].
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