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Abstract

Multiple-input multiple-output (MIMO) systems help in improving transmission
reliability by transmitting multiple copies of data. A MIMO system can effectively combat
the effects of fading. Another approach of improving transmission reliability is to make use
of relays. Wireless relay systems have successfully helped to overcome the problems
associated with conventional wireless systems and have enabled cost-effective augmentation
of coverage, throughput and system capacity with minimal increment in capital expenditures.
Some other notable characteristics of relay-based systems are higher QoS, robustness, swift
and flexible on demand build out alternate multiple routes.

The aim of this thesis is to incorporate more diverse paths within the wireless
communication system in order to increase the number of information carrying multiple paths
to increase transmission reliability. To achieve this, a dual hop decode-amplify and forward
(DAF) relay system with single-antenna relay is presented in this thesis. The diversity in this
system is achieved in two ways: firstly by the use of relay which is placed in between the
transmitter and the receiver; and secondly by the use of multiple antennas at both the
transmitter and the receiver. The DAF relay system is a hybrid of Decode-and-Forward (DF)
and Amplify-and-Forward (AF) relay systems that shows the benefits of both DF and AF
relay systems and is also called hybrid relay system or hybrid DAF (HDAF) relay system.
Dual hop relaying gives better trunking efficiency and with single antenna at the relay site
acquisition and antenna structures are much less expensive. The Nakagami-m distribution has
been considered for modelling the channel paths between the transmitter and the receiver and
also for the channel paths available via the relay. This is because of the fact that a wide range
of fading channels, from severe to moderate, can be modelled by using Nakagami-m
distribution. Since multiple antennas are used at the transmitter, Space Time Block Codes are
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used for encoding the data. The multiple receive antennas used at the receiver make use of
Maximal Ratio Combining Technique to combine all the information arriving from the
multiple paths. The Performance of the two-hop DAF relay system with maximal ratio
combining (MRC) at the receiver and space-time block codes (STBC) at the transmitter over
Nakagami-m fading channels for various system models has been analysed in terms of bit
error rates (BER). The variations in the performance levels when the relay is moved to
different locations within the line-of-sight (LOS) of the transmitter and the receiver have also
been analysed. Furthermore, Antenna Selection (AS) has been used to deal with the cost
associated with the deployment of multiple antennas at the source and the destination. The
AS process in this thesis is based on the maximum channel power gains associated with the
channel links between the transmitter and the relay, and the relay and the receiver. At first
place, AS is performed only at the transmitter. The work is further expanded by performing
joint AS at both the transmitter and the receiver. The performance of the system with AS has
also been analysed for various system models and in different fading conditions. The benefits
of channel estimation have also been analysed by developing two feedback based channel
estimation algorithms. The efficiency of the overall system is further enhanced by performing
joint channel estimation and antenna selection.

Thus, simulations demonstrate that the relay based wireless system has a significant
improvement in the signal-to-noise ratio (SNR), subsequently leading to a lower bit error rate
as compared to the conventional wireless MIMO systems. Simulations also reveal that by
using Antennas Selection techniques and further performing channel estimation, transmission
reliability of the relay based systems can be significantly enhanced. All analyses were
performed under ideal identical independent fading conditions and MPSK modulation has

been used for modulating the incoming input sequence.
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Chapter 1 — Introduction

1.1 Wireless Communication

Wireless communication is the fastest growing segments of the communications
industry and also the most active areas of technological development. It has been a topic of
study for over half a century now. But the past decade has been the most exhaustive period
and this research thrust in the past decade has led to a much richer set of perspectives and
tools on how to communicate over wireless channels. The high rise in demand for new
wireless capacities, low-powered sophisticated signal processing algorithms and coding
techniques, the successful second-generation (2G) and third-generation (3G) digital wireless
standards surge towards the demands for continued research activities in this area and the
picture is still very much evolving. The conventional single-input single-output (SISO)
systems failed to meet the growing demands for supporting transmission of images, voice,
data and video related services, new wireless multimedia services such as Internet access, and
multimedia data transfer, hence, wireless systems with multiple element antennas (MEAs)
were proposed. The fundamental theoretic research using multiple antennas was initiated by
Winters [1], Telatar [2], Gans [3], and Foschini [4]. Since then there has been exploring
interests in multiple input multiple output (MIMO) systems and it has been proved that these

systems greatly enhance the data rates and channel capacity.



Despite the significant physical layer performance enhancements provided by
multiple-input multiple-output (MIMO) systems, a major problem in the deployment of these
systems is obtaining adequate coverage. To aid the endless growing demand for a higher
spectrum and power efficiency arising from the next generation mobile communication
system, relay-aided communication came into existing. The concept of relaying signals has
been shown to be the most practical improvement under high rate and coverage in a power-
efficient manner along with operation cost and transmission capacity. In addition, simple
relaying systems have been shown to increase diversity through node collaboration.

The basic idea behind radio relaying [5-7] is to employ relay nodes, reprocess the
base station (BS) signals and resend them out towards the destination. By employing multi-
hop relaying, the cell coverage can be expanded to reduce dead spots during communications.
Additionally, it can transfer traffic in hot spots to reach load balance. Further, radio relaying
saves the transmitting power of terminals, which may prolong battery life. As a result, relay-
based architecture and its cooperation diversity and cooperative multipath technologies have
attracted much attention worldwide and have recently been adopted into recent standards [8].
All the standards for future mobile communications systems (3GPP, 3GPP2, B3G and 4G),
Wireless Local Area Network (WLAN) and broadband wireless networks (802.16;) introduce
the concept of relaying, and take the problems of relay-assisted communications into account.
Moreover, the Wireless World Initiative New Radio (WINNER) project has a detailed
planning for ubiquitous broadband mobile radio relaying system [9].

According to signal processing models, relaying can be divided into the Amplify and
Forward (AF), and Decode and Forward (DF) Relaying models [10]. According to the signal
transmitted and received, relaying models can have either analogue mode or digital mode.
The analogue relaying is also called non-regenerative relaying, in which signals are not

required to be digitalized before forwarded by the relays. AF is a kind of analogue relaying.



On the contrary, digital relaying model decodes and encodes signals before sending them out.
Therefore, digital relaying is also called regenerative relaying and DF belongs to this mode.
An end-to-end performance of two-hop relay systems was studied and presented in
[11][12][13], which included outage probability and average bit error rate (BER) calculations
in different fading environments. However, in [11][12][13] all assumed single antenna at both
end. Recently, a two-hop AF relay system in which both ends are equipped with multiple
antennas appeared in [14][15] with a single antenna at the relay. In [14], orthogonal space-
time block codes (OSTBCs) were employed at the source, and end-to-end average bit error
rate (BER) was investigated. However, the method in [14] is only suitable for systems with
equal numbers of antennas at both ends. In [16], system performance including outage
probability and average symbol error rates (SER) was determined with multiple antennas at
the source and a single antenna at the destination. Although the method used in [16] has been
often used in the literature, it cannot be easily generalized to the case of multiple antennas at
the destination. For arbitrary number of DF relays an exact outage and error analysis over
Rayleigh fading channels was conducted in [17] and [18], respectively.

Recently, the performance analysis of relay communication over Nakagami-m fading
channels has gained a lot of interest. BER performance for a three-node model based on AF
relaying was presented and investigated in [19] and the SER for AF relaying for cooperative
networks was investigated in [20], both over Nakagami-m fading channels. Similar work was
presented in [21]. Performance analysis of DF cooperative diversity using differential equal
gain combining (EGC) was presented in [22] and closed form expression for outage
probability of DF relaying and selection DF relaying was derived in [23] and [24] over
Nakagami-m fading channel, respectively. Recently, a hybrid scheme combining AF and DF
was noticed in [25]. It showed that the relay performed soft decision decoding and forwarded

the reliability information at the output of its decoder to the destination. This hybrid scheme



showed the benefits of both AF and DF mode and was named as decode-amplify-forward
(DAF) protocol or the Hybrid relay system. This DAF relay system provided the basis for this
thesis. The communication model is based on the three-node relay model. It can also be
called as a two-hop model as the relay transmits to the destination only. To maintain the
simplicity of the whole system, we have used a one-antenna relay. Also unlike other DF or
DAF relay systems, which forward the data only if it is error free and remains inactive if the
signal from the source is inactive, the relay considered in this thesis performs decoding and
uses maximum likelihood (ML) algorithm to retrieve back the signal. The relay then forwards
the signal to the destination irrespective of wether the signal has any errors or not. However,

it keeps a watch on the number of errors received in the frame.



1.2 Technical Issues and Motivation

In this thesis, we aim to develop an adaptive and simplified dual-hop Hybrid Decode-
Amplify-Forward (HDAF) Relay System capable of providing improved performance as
compared to the conventional MIMO system in terms of improved Bit-Error-Rates (BER).
The system is called adaptive as it is capable of working with any number of transmit or
receive antennas at either end and simplified as the computational complexity and number of
antennas at the relay is kept to minimal. Also, the system is capable of working in different
fading conditions. The system is further expanded by performing the tasks of antenna
selection and channel estimation on the developed system. We focus on the following while
designing the system

e Reliable data communication

e Efficient modulation, coding, and diversity techniques

e Bandwidth and Mobility requirements

e Improved Performance

e Wireless trends

These are explained in detail in the following sections along with the implementation aspects.

1.2.1 The adverse multipath, fading mobile channel

A wirelessly transmitted signal usually propagates through several different paths
before it finally reaches the receiver and this is referred to as multipath propagation. These
multiple paths have randomly distributed amplitudes, phases, and angle of arrivals, which
causes fluctuations in the received signal strength, hence causing multipath fading. In
addition, the wireless communication systems suffer from various design challenges due to

the mobility of users and the channel characteristics. Due to changing reflections and



attenuation, the channel characteristics tend to change rapidly with time thus making it
difficult to design a reliable communication system.

Since radio-wave propagation through wireless channels is a complicated
phenomenon, it is characterized by various other effects as well such as fading, inter-symbol
interference (ISI), multi-user interference (MUI), multi-path, shadowing etc. Among these
challenges, the most troublesome and frustrating problem in receiving radio signals is
variations in signal strength, most commonly known as FADING. Channel fading
significantly degrades the performance of wireless transmission. A signal transmitted may
reach the access point directly through line-of-sight or through multiple reflections from the
scatterers at slightly different times. These multiple delayed echoes of the signal, called
multipath waves, combine at the receiver antenna to give a resultant signal, which can vary
widely in amplitude and phase, depending on the distribution of the intensity and relative

propagation time of the waves and the bandwidth of the transmitted signal.

Need for Diversity

Diversity can be explained as the technique to provide the receiver with one or more
copies of the same information bearing signals transmitted over independently faded
channels. It is an effective approach to reduce the effects of multipath fading. The common
diversity techniques used are the time diversity and frequency diversity where the same
information is transmitted at different time instants of in different frequency bands. The other
most commonly used diversity technique in recent years is the spatial diversity which uses
multiple antennas for transmission and reception and is based on the assumption that the
fading is independent between the different points in space. Due to the statistical behaviour of

the wireless channel, the channel gains can sometimes become small enough such that



reliable transmission may not be possible. However, if by any means the diversity can be
increased; there is lesser possibility of getting lower channel gains.

Since diversity means provision of more channel paths, it is a direct expansion of the
single-input single-output (SISO) system. Space diversity can be applied at the transmitter or
the receiver hence it is categorized as transmit diversity or receive diversity. In receive
diversity, the receiver is equipped with multiple antennas. This system improvement with
receive diversity is also referred to as single-input multiple-output (SIMO) system. These
systems are capable of achieving considerable gains in performance in terms of better link
budget, and in effectively combating with co-channel interference. The coherent phases of the
signals are combined at the receiver, the signals are combined resulting in diversity gain
obtained from independent fading of the signal paths corresponding to the different antennas.

System improvements and performance gains in terms of diversity are not limited to
the receiver side. The transmitter can also be equipped with multiple antennas and the
diversity technique is known as transmit diversity. These system enhancements can be either

multiple-input single-output (MISO) or MIMO case.

1.2.2 Spectral Bandwidth

Systems communicating over a SISO wireless channel have limited capacity and also
sometimes, communication over such a channel is not reliable due to multipath fading.
Though capacity can be increased directly by allocating more bandwidth in the
electromagnetic spectrum, but since bandwidth is scarce resource, it may not be feasible to do
so. Thus, to increase the capacity, we may need to utilize the existing spectrum allocation
more efficiently and come up with a wireless communication system capable of sending more
bits faster within a given bandwidth. One major technological breakthrough possibly making
its way in increasing the data rates and hence the capacity is the use of multiple antennas at

the transmitters and the receivers in the communication system referred to as multiple-input-
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multiple-output (MIMO) systems. The multiple antennas in MIMO systems can be used to
increase both the data rates and performance: data rates can be increased through
multiplexing whereas performance can be improved through diversity where both the
transmitter and the receiver can be used for diversity gains. The increase in the capacity of
the MIMO systems was first shown by Winters [1] followed by Telatar [2] and Foschini [4]
in proving the fundamental results on the capacity of flat-fading MIMO channels but the

focus of study in this thesis is performance improvement through diversity.

Need for MIMO systems

One of the goals of third and fourth-generation cellular systems is to provide broadband
data access to highly mobile users. Real-time multimedia services, such as video-
conferencing, can require data rates on the order of 2-20 Mb/s. In order to meet this goal, it is
important to develop new wireless communication methods that achieve a higher spectral
efficiency for a given power expenditure. On multi-path radio channels, the trade-off between
spectral efficiency and power consumption can be dramatically improved by deploying
multiple antennas at the transmitter/receiver. As the broadband wireless industry struggles to
find the right technology to give operators what they need to provide service cost-effectively,
MIMO systems have entered the perspective of many as a very promising solution. These
systems have attracted significant attention over the past few years as they bring excellent
performance enhancements in terms of data transmission rate and interference reduction. For
example, MIMO systems help to increase the spectral efficiency (SE) of the overall
communication system by exploiting channel diversity and by providing the ability to
separate multiple users on one hand and can reduce the effect of channel interferences and
achieve high-rate reliable signal transmission on the other hand. Multiple antennas at the

transmitter/receiver are becoming very common in wireless systems because of their diversity



and capacity benefits. MIMO systems can increase network capacity without additional

bandwidth and energy consumption.

1.2.3 System Complexity

The wireless communication systems combine MIMO technology with different
signalling schemes to increase throughput, link quality, stability, and range. But the
introduction of MIMO has also lead to a significant increase in the hardware and system
complexity of the baseband signal processing and has multiplied the number of modes of
operation. Also multiple expensive radio frequency (RF) chains are required to be
implemented for multiple antennas in MIMO systems. Antenna selection (AS) techniques has
been proposed to deal with this problem. The AS techniques are capable of selecting a subset
out of the total available transmit and/or receive antennas based on some selection criteria
like maximization of the received signal-to-noise ratio (SNR), channel capacity, or maximum

channel power gains.

Need for Antenna Selection Techniques

Antenna Selection (AS) process successfully addresses alleviating the hardware cost of
MIMO systems involved in the implementation of multiple expensive RF chains. The number
of required RF chains is reduced to the number of selected antennas and thus the cost of the
system decreases significantly while exploiting the advantages of the full-complexity MIMO
system. AS can be performed at the transmitter, receiver or at both ends. In this thesis, we
focus on the AS process based on the maximum channel power gains at the destination. Also,
we discuss in details the transmit antenna selection (TAS) process and the joint transmit-

receive antenna selection (J-TR-AS) process.



1.2.4 Energy
The traditional resources that have been used to add capacity to wireless systems are
radio bandwidth and transmission power. Unfortunately, these two resources are among the
most severely limited in the deployment of modern wireless networks: radio bandwidth
because of the very tight situation with regard to useful radio spectrum, and transmission
power because mobile and other portable services require the use of battery power, which is
limited. For example, the battery weight dominates the weight of handheld devices, talk-time
of portable telephones is very limited, other handheld devices like laptops and PDAs operate
only a few hours without external power supply
These two resources are simply not growing or improving at rates that can support
anticipated demands for wireless capacity. Given these circumstances, there has been
considerable research effort in recent years aimed at developing new wireless capacity
through the deployment of greater intelligence in wireless networks. In particular, to access
wireless and multimedia applications, an increase in the information throughput is required
with orders of magnitude compared to the data rates provided by today’s technologies.
However, high network throughput usually implies more energy consumption, which is
sometimes unaffordable for energy-aware networks or energy-limited devices. Recently,
energy-efficient devices have attracted a lot of attention. A survey on the basic concepts of
energy-efficient communications and the advanced techniques for energy efficiency (EE) are
summarized in [26] for orthogonal frequency division multiple access (OFDMA) networks,

multiple-input multiple-output (MIMO) techniques, and relay transmission systems.

Relay Transmission
Although MIMO techniques have proved quite effective in increased spectral efficiency

and capacity but due to additional circuitry and more number of antenna elements at the
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source and destination, the energy consumption also increases. If we calculate the ratio of the
extra capacity improved and the extra energy consumed, in some case the energy efficiency
of a wireless system with multiple antennas might be even lower than the single antenna
systems. Antenna Selection is one effective way for reducing energy consumption of multiple
antenna systems. Another effective approach to energy efficient system is the use of relays.
By positioning relay nodes between the source and the destination, additional channel paths
are provided for the data delivery through the multiple RF links. Due to independent fading
among different fading channels/links, diversity gain can be obtained and SE can be
consequently improved [27]. Therefore, the time to transmit a fixed amount of data reduces
and so does the consumed energy. With additional advanced resource allocation schemes,

energy can be further saved.

Need for Channel Estimation Techniques

The quality of service offered by any wireless communication system strongly depends
on the channel conditions after being affected by channel impairments. Also the performance
of MIMO communication systems is known to crucially depend on the amount of channel
state information (CSI) available at the transmitter. When no CSI is known, channel
estimation plays an important role. Channel estimation is based on transmission of known
sequence of bits, which is unique for a certain transmitter and which is repeated depending on
the system requirement. In this way, the channel estimator is able to estimate the channel
impulse response (CIR) by exploiting the known transmitted bits and the corresponding
received samples and better performances are achieved.

Although many techniques have been developed to deal with the issues associated with
wireless transmission, it is still quite difficult to overcome the obstacles associated with the

wireless environments. Interference from other users causes signal distortion and ISI from
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multiple path of one’s own signal effectively causes the frequency-selective properties of the
channel to occur. There are yet other problems associated like path-loss, channel fading, co-
channel interference and above all stringent power limitations on both the mobile unit and the
base station which needs attention. Hence to deliver optimal Quality-of-Service (QoS) for
different applications over different communication environments, flexibility and adaptivity
should be the key features of the future generation wireless systems. So while designing a
wireless system it is very important to choose the best scheme that best matches with the
desirable constraint. In doing so, it is usually advantageous to rely on the exact quantitative
evaluation such as Bit Error Rates (BER) or Symbol Error Rates (SER) to get an insight into
the performance limits and evaluate the performance of the wireless systems. The
performances based on BER and SER basically relies on the amount of channel fading and

thus affects the performance of the whole system.
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1.3

Research Problems and Major Contributions

This thesis aims at dealing with various research challenges in relation to improving the

performance of relay based systems. In particular the research is based on two-hop hybrid

relay systems performing under different fading conditions. The major contributions of the

thesis are summarized as follows:

1.

How to improve the performance of a two-hop hybrid decode-amplify-forward
(HDAF) relay system?

Various relaying protocols were investigated and based on the information and
theoretic analysis, we provide a framework for an adaptive and simplified two-hop
hybrid decode-amplify-forward (HDAF) relay system capable of performing in
different fading conditions with any number of transmit and receive antenna elements.
The focus of the framework is to help increase the diversity. The use of relay and the
use of multiple antennas at both the transmitter and the receiver help to achieve
diversity in two ways which in turn aids in enhanced performance of the overall
system in terms of BERs.

How to execute the task of antenna selection (AS) on the two-hop HDAF relay
system?

Here the focus is to investigate various antenna selection strategies and to show that it
is possible to have energy efficient transmission using hybrid scheme under different
propagation conditions for improved performance. The antenna selection is based on
the selection criteria that the transmit antennas associated with the channel paths with
maximum channel power gains are selected. It helps in improving the performance of
the system, is energy efficient and cost effective. The following antenna selection

Processes were used
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a. Transmit antenna selection (TAS-TR) based on the feedback path from the
relay to the transmitter which helps in improving the performance of the
system. It proved to be energy efficient and cost effective based on
simulations.

b. Joint transmit-receive antenna selection (J-TR-AS) based on the feedback path
from the relay to the transmitter for TAS and from the receiver to the relay and
the transmitter for receive antenna selection (RAS).

3. Feedback based channel estimation method that provides the fading channel estimates
and its approximate auto-regressive (AR) parameters.

a. The channel estimation algorithm to suit a wireless communication system
with lower bandwidth availability where the pilot sequence is used only once,
and we refer to this as Auto-Regressive Channel Approximation (ARA)
algorithm

b. The channel approximation and estimation algorithm for the communication
systems with the availability of extra bandwidth where the pilot sequence can
be inserted before every frame transmission and we refer this as Joint LS
Estimation and AR Channel Approximation (LS-ARA)

4. Joint Transmit-Receive Antenna Selection and Channel Estimation where the relay
path is used for antenna selection and the direct path is used for channel estimation by

using the developed channel estimation algorithms.
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1.4 Significance of Contributions

The research carried out in this thesis provides the following significance:

The developed hybrid relay system provides increased diverse paths. The diversity is
achieved in two ways: firstly from the use of relay and secondly from the use of multiple
antennas at either end. This increased diversity provides reliable Communication and aid in
minimizing the error probability. The system is adaptive, thus, even if the TR node fails, the
communication can still take place. Nakagami-m fading channel model provides an excellent
fit when dealing with various fading conditions. It was shown in chapter — 3 based on the
simulation results that if we move the TR node towards the source or the destination, the
performance of the system was affected. Nakagami-m distribution helped pick up those
small changes in fading conditions arising due to the varying distance between the source
and the relay, and the relay and the destination. Use of OSTBC at the transmitter for
encoding keeps the complexity of coding the signals to a low and the use of maximum
likelihood decision decoding keeps the complexity of decoding the received bits to low at the
receiver. Use of MRC gives the best possible results in terms of BER. At the TR node, use of
simplified relay with single-antenna keeps the complexity at the relay to minimal thus
controlled expenses. No encoding of symbols again at the TR node is required. This proves
in lower energy consumption at the relay due to less computational complexity and also
makes it easier to keep the relay node mobile and adaptive in different fading conditions.

With the use of Antenna Selection (AS) process, the system is more cost-effective as
it uses a subset from all the available antenna elements, and still providing the diversity order
similar to using all the available antenna elements. Further AS provides improved
performance as compared to the conventional approach with same number of antennas
elements. For antenna selection in a conventional MIMO wireless system, antennas can be

selected based on the capacity or the SNRs associated. In this thesis, the process of antenna
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selection is based on the highest channel power gains associated with the signal. Unlike
antenna selection in conventional MIMO systems, where the feedback path from the
destination to the source is provided to carry information about the antennas to be selected,
in this thesis, we have provided the feedback path from the relay to the source. This reduced
the computational complexity of calculating the subsets from each transmit to each receive
antenna thus reducing the processing power. Antennas can be selected at the transmitter,
receiver or at both ends. We have focused on transmit antennas selection (TAS) and joint
transmit-receive antenna selection (J-TR-AS) in this thesis.

The Channel Estimation Algorithms minimize complexity and cost of
implementation. However, a trade-off between efficient Bandwidth Usage and performance
needs to be maintained. It further helps minimize error probability, thus giving better quality.

The Joint Antenna Selection and Channel Estimation process provides optimum
utilization of available bandwidth by making efficient usage of the feedback path available. It

further enhances the performance in terms of BER as compared to system with AS alone.
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1.5 Research Methodology

Most of the work on the AF and DF relaying focused on flat Rayleigh fading
channels. In recent years, the performance of relay transmission over Nakagami-m fading
channels has been identified. The Nakagami-m distribution is widely used as a useful model
for physical fading channels. A wide range of fading channels from severe to moderate can
be modeled by using Nakagami-m distribution depending on the value of the fading
parameter m in the range m > 0.5. The practical importance of Nakagami-m fading channels
has motivated researchers to investigate the performance of digital communication systems
over these channels. For the same reasons, Nakagami-m fading channels has been the basis
and focus of work presented in this thesis. The use of such channel gave us the freedom of
analyzing the performance of the system under study in different fading environments. We
have tried to maintain the simplicity and the complexity of the system to minimum. The

whole task has been divided into various smaller tasks.

Task -1 System Modelling

To start with, we first need to model the wireless system which best suits our
requirement. We have focused on a two-hop DAF (or Hybrid) relay systems. The background
of work performed in the field of relay transmission as presented in Section 1.1 have focused
on various system models separately but none of them have presented with the system that
can be generalized. For example in [11][12] single antenna at both end was assumed, in [16],
multiple antennas at the source and a single antenna at the destination was used, in [15] both
ends were equipped with multiple antennas appeared with a single antenna at the relay bt it
only amplified the signal at the relay. So far, no system has been successfully modeled that
can be easily generalized to the case of single or multiple antennas at the source and/or the

destination. DF relays were used to decode the signal at the relays but they were highly
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dependent on reliability of the relay to successfully receive the signal without any errors. This
is practically not possible. Hybrid system used the benefits of both AF and DF but they were
confined to a specific fading environment only and to some extent were again dependent on
the reliability of the relay to successfully decode the data.

In this thesis, a two-hop hybrid relay system with single-antenna relay communicating
over Nakagami-m fading channel has been developed. Multiple phase shift keying (MPSK)
modulation scheme has been focused on for modulation. The system is totally adaptive to any
number of antennas at the source and the destination.

At the source, if there is a single antenna, it will transmit an uncoded but modulated
data to the relay and the destination. This forms a SISO or a SIMO system model depending
on if the receiver has single or multiple antennas. If there are multiple antennas, the signal is
coded using OSTBC, thus a modulated and coded version of the original signal is sent to the
relay and the destination. This forms a MISO or a MIMO system model depending on the
number of antennas elements at the receiver. The reason for using OSTBC is that these have
emerged as a key component of MIMO systems that has attracted tremendous attention. First,
OSTBC does not require complicated feedback links to provide channel state information at
the transmitter (CSIT). Second, OSTBC methods enable maximum likelihood detection to be
performed with low computational complexity [28]. Thus, it maintains the simplicity of the
system. The system is less complex as no complicated feedback path is required and less
computational complex decoding algorithms are required at the destination, thus, keeping the
cost low.

At the relay, the single antenna element receives the signal. If the signal is coming
from a single antenna source, it is simply demodulated and maximum likelihood operation
takes place. The received signal is checked for errors to ensure that the signal is not highly

corrupted. We have assumed that the signal never undergoes deep fading and the signal
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received at the relay has tolerable errors. The signal received at the relay is normalized,
modulated, amplified and then forwarded towards the destination. If the signal is coming
from a multi antenna source, then the received signal at relay is first decoded and then
modulated. The processes as in single-antenna case are repeated. When forwarding the
amplified signal to the destination, the signals are only modulated and they are not encoded
again at the relay due to single antenna relay. This helps keep the complexity lower at the
relay node. The reason behind this is depending on the requirement of the system, the relay
node can be moved at different locations within the distance between the source and the
destination. As explained later in chapter — 3 and onwards, the location of the relay affects the
performance of the system because of varying fading conditions between source and relay
and relay and destination.

At the destination, the receiver receives the signal from the relay as well as from the
source directly. So a combining mechanism is needed at the receiver at all times. Out of the
many combining techniques available in the literature, we have opted for maximal ratio
combining (MRC) in this thesis. When the signal is received over single antennas at the
receiver, the signals from the relay and the source are summed after normalizing them
separately which is then demodulated to recover the original signal. When the signal is
received over multiple antennas at the receiver, the signals from the relay and the source are
combined using MRC and then demodulated to recover the original signal. In all cases, the
signals from the relay and the source are normalized separately. When the signal is
transmitted using multiple transmit antennas, the signals are first decoded and then combined

with the signal received from the relay.
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Task-2  Antenna Selection

MIMO systems require multiple expensive RF chains for transmission. Antenna
selection has come up as a promising solution which is capable of selecting only a subset of
the available antennas to transmit or receive antenna [29]. Antenna selection over
conventional MIMO systems has attracted lot of attention due to its lower complexity and
cost. In this thesis, we perform antennas selection for MPSK over Nakagami-m fading
channels for a two-hop DAF relay system. Firstly, we develop the system model only for
transmit antenna selection (TAS) and then we extend it to joint transmit-receive antenna
selection (J-TR-AS).

In Transmit Antennas Selection for the two-hop DAF relay system, feedback from
the relay and the destination can be used for TAS. This involves a feedback path from the
relay as well as from the receiver. This will increase the cost of the system due to the
requirement of the two feedback paths and when selecting multiple antennas, more feedback
is required. Also, the subsets of selected antennas from the relay and the receiver may not be
same each time TAS is performed due to different fading conditions between the source and
the relay, and source and the destination. To simplify the system, the TAS process discussed
in this thesis is based on the feedback from the relay node only. Pilot symbols are transmitted
from the multiple transmit antennas to the relay. At the relay, the channel power gains are
calculated and fed back to the transmitter where the transmit antennas corresponding to the
highest channel power gains are selected for transmission. Once the antennas are selected,
data transmission takes place through the selected antennas.

In Joint Transmit-Receive Antennas Selection for the two-hop DAF relay system,
again the feedback from both the relay and the receiver can be used for used for antennas
selection. In J-TR-AS, antennas selection involving multiple antennas at both ends become

more complex due to the subset formation from each transmit antenna to every receive
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antenna. But by using the relay for antenna selection, the complexity of the system is highly
reduced. Pilot symbols are transmitted from the source to the relay, where based on the
channel power gains, transmit antennas are selected, the pilot symbols are further transmitted
from the relay to the receiver where again based on the maximum channel power gains,
receive antennas are selected. The source now knows which antennas to be used for
transmission and at the receiver; it knows which antennas are to be used for reception. During
the TAS, it is similar to selecting antennas from a MISO system and for receive antenna
selection (RAS), it is similar to selecting antennas from a SIMO system, which is much

simpler than selecting antennas from a MIMO system.

Task -3 Channel Estimation Algorithms

Since there is a feedback involved is sending the information for the antennas selected
at both ends, we decided to utilize these feedback paths for estimating the channel and
providing CSI. For this, we proposed two feedback-based algorithms based on first-order

auto-regressive process which is discussed in Chapter — 6.

Task - 4 Joint Channel Estimation and Antenna Selection

The developed channel estimation algorithm has been employed to the two-hop DAF
relay system under study and performs the task of joint channel estimation and antenna
selection. When the source-relay-destination path is busy in antenna selection, the direct
source-destination path is inactive. Also, the CSI between the source-relay and relay-
destination is known due to the process of antenna selection but the CSI of the direct path is
still not known. So based on the channel estimation algorithms proposed, we use the direct
source-destination path for channel estimation and the source-relay-destination path for

antenna selection.
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Thus, the following system models have been developed in this thesis.
e Two-hop DAF relay system no AS at either end.
e Two-hop DAF relay system with TAS.
e Two-hop DAF relay system with J-TR-AS.
e Two-hop DAF relay system with channel estimation using Least Square (LS)
Algorithm.
e Two-hop DAF relay system with channel estimation using Least Square Auto-
Regressive Algorithm (LS-ARA).
To track the improvement in performance, the developed systems have been compared with
the following systems.
e Conventional wireless systems with no AS at either end.
e Conventional wireless systems with TAS.
Also the relay has been defined as the transceiver (TR) node, therefore, TR node and relay

has been alternatively used throughout the thesis.
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1.6 Thesis Organization

The thesis consists of seven chapters and four Appendices in total. The framework of this
thesis report is as follows:

Chapter — 1 presents a brief introduction of the wireless communication scenario, MIMO
systems, Relay Systems, Antenna Selection Techniques, diversity techniques and channel
estimation algorithms followed by the motivation for carrying this research, discussion of the
research problem and methodology.

Chapter 2 explains the basic concepts and principles of the wireless relay systems. It also
provides a brief literature review on their advancements.

Chapter 3 introduces some fundamental concepts related to this thesis. This includes a
general description of the wireless communication system and its components, digital
modulation techniques, wireless channel impairments, various system channel models,
transmit and receive diversity, diversity due to relaying, antenna selection and channel
estimation algorithms.

Chapter — 4 primarily focuses on the Hybrid relay system over Nakagami-m fading
channels. The chapter starts with system modelling of a two-hop decode-amplify-forward
(DAF) relay systems where the signal processing has been described in detail. Then we
derive the equivalent end-to-end SNR for various system models under study followed by the
derivation of the symbol error probability (SEP) for MPSK modulations. It has been revealed
that with the use of a TR node at the relay, the system performance improves due to increase
in the diverse paths. We show this by performing the simulations using MATLAB.

Chapter — 5 focuses on the concept of antenna selection (AS) where we focus on the
process of transmit antenna selection (TAS-TR) in the first half of the chapter followed by
joint transmit-receive antenna selection (J-TR-AS) in the later half. Firstly we present a brief

introduction of using antennas selection and its benefits in MIMO systems. Then we discuss
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the system and channel model for transmit antennas selection and joint transmit-receive
antenna selection for the two-hop DAF system. We also derive the SEP for the overall
system. We then present the simulations results using Monte Carlo simulation for the system
under study and compare their performances based on the BERs. It is revealed that the
equivalent system models formed after antenna selection performs better than the system
models without antenna selection with same number of transmit and receive antennas.

Chapter — 6 focuses on the channel estimation algorithms. In this chapter we have
developed two feedback based channel estimation algorithms that follow first order auto-
regressive process. Based on how the pilot symbols are inserted within the frame, the
performance of the two algorithms were analysed by simulations. The algorithm that showed
better performance was then used by the two-hop DAF system that also performs joint
transmit-receive antenna selection. Thus, we form a system model capable of performing the
joint task of antenna selection and channel estimation rather than using all the available
channel paths for antenna selection alone. This results in a system model which is less
complex that the existing system of joint antenna selection.

Chapter — 7 summarizes the major findings and contributions of the thesis and provides

some suggestions for further study.
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Chapter 2 — Literature Review

Future wireless communication systems need to support very high data rates in order
to fulfil increasing customer demands. The vision is not feasible with the conventional
wireless communication architecture as it demands a radical increase in the number of base
stations. Introduction of wireless relays is one possible solution to the problem to increase the
capacity as well as radio coverage area with minimal increment in the capital expenditures.
The purpose of this chapter is to provide an overview of the recent developments, issues and
future trends in wireless relay networks. Firstly, brief overview on the context of wireless
relay networks is presented including the importance and literature review on wireless relays.

The following sections discuss various relaying modes and topologies.
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2.1 Introduction

The increasing popularity of mobile and handheld devices and the urge to provide
communication anywhere and anytime has motivated the growth of wireless networks in the
last decades. The need for continuous access to wireless information has led to more demands
on system designers to provide higher throughput and enhanced battery longevity. To achieve
this, the designed wireless networks should be able to reveal a high spectral efficiency and be
able to combat channel impairments including multipath fading, shadowing and path loss for
an improved consistent coverage.

In recent advances, radio transceiver techniques such as multiple input multiple output
(MIMO) system designs have shown an improvement in the capacity of the current systems
by dealing with the channel multipath fading. This is possible by adding multiple antennas at

the transmitter and/or the receiver. Fig. 2.1 shows a standard MIMO architecture.

Transmitter | ° * | Receiver

Fig. 2.1 Multiple Input Multiple Output (MIMO) architecture

The MIMO architecture exploits the random fading effects in wireless system, thus
increasing the diversity of the transmission. Space-time codes are used to provide diversity
and coding gains in multiple antenna systems over fading channels. Space-time coding (STC)
has received a significant amount of attention in the last few years as a way to increase data
rates and/or reduce the transmitted power necessary to achieve targeted bit error rates (BERs)
using multiple antenna transceivers. Diversity gains are possible when an information
sequence is passed through multiple, independent paths of the channel. Spatial diversity gains
can be achieved by using multiple antennas. Performance is improved due to the increased

likelihood of one of the data streams experiencing a good channel condition. Despite the
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promise shown by multiple antennas in mitigating the effects of fading, in ad-hoc or
distributed large scale wireless networks, constrains due to hardware complexity and size
makes multiple antenna systems impractical for certain applications. To meet the demands of
increased reliability, and spectral and power efficiency without increasing the size of mobile
devices, fundamentally new paradigms are needed to improve performance. Cooperative
diversity schemes have been introduced in an effort to overcome these limitations and meet
the growing demands. Cooperative communications [30-34] exploit the spatial diversity
inherent in multiuser systems by allowing users with diverse channel qualities to cooperate
and relay each other’s messages to the destination. Each transmitted message is passed
through multiple independent relay paths, and thus, the probability that the message fails to
reach the destination is significantly reduced. Even if the user is equipped with only one
antenna, their relays form a distributed antenna array to achieve the diversity gain of a
Multiple-Input-Multiple-Output (MIMO) system which combat multipath fading in wireless
channels. This makes cooperative techniques attractive for deployment in cellular mobile
devices as well as in ad-hoc mobile networks. The simplest example of a cooperative network
is the Relay-assisted communication which has recently gained a lot of attention. In contrast
to conventional MIMO systems, the relay-assisted transmission is able to combat not only the
small scale but also large scale effects like shadowing and path-loss.

In the following sections, we first present a brief overview on the context of wireless
relay networks, followed by relaying protocols, various network topologies and performance

measures for wireless relay networks.
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2.2 Wireless Relays Networks and the Advancements

Relay based communication was first introduced in [5] and was further studied in
[35]. The work was further extended by deriving upper and lower capacity bounds in [6]
which provided an information-theoretic analysis for a one-way full-duplex relay channel
under additive white Gaussian channels. The basic principle for relay based communications
is that a new element called the relay terminal comes up in the communication. Figure 2.2
shows a standard three node wireless relay network architecture. When the source (S)
transmits the message to the destination (D), obstacles degrade the source-destination link
quality. With the relay terminal (R) in place that message is also received by the relay
terminal, which re-transmits that message to destination. The destination combines the

transmissions received by the source and relay in order to decode the message.
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Fig. 2.2 A one-way three-node relay network architecture

In [7], a low-complexity cooperative diversity protocols were developed and analysed
that can combat fading induced by multipath propagation in wireless networks. It was shown
that the underlying techniques exploit space diversity available through cooperating
terminals’ relaying signals for one another. Several strategies employed by the cooperating
radios, including fixed relaying schemes such as amplify-and-forward and decode-and-
forward, selection relaying schemes that adapt based upon channel measurements between
the cooperating terminals, and incremental relaying schemes that adapt based upon limited

feedback from the destination terminal were outlined. Performance characterizations in terms

28



of outage events and associated outage probabilities, which measure robustness of the
transmissions to fading, focusing on the high signal-to-noise ratio (SNR) regime were also
developed. It was also shown that by using distributed antennas, powerful benefits of space
diversity without need for physical arrays can be provided, though at a loss of spectral
efficiency due to half-duplex operation and possibly at the cost of additional receive
hardware. An amplify-and-forward cooperative diversity system was considered in [36] and
two power allocation schemes were presented to minimize the system outage probability. A
selection scheme to select the best relay node was also proposed. In [37], it was shown that
an optimal selection and transmission of a single relay among a set of multiple amplify-and-
forward (AF) candidates minimizes the outage probability (i.e., outage-optimal) and
outperform any other strategy that involves simultaneous transmissions from more than one
AF relay under an aggregate power constraint. In contrast, a novel scheme that selects the
best relay between source and destination based on instantaneous channel measurements was
proposed in [38] which required no knowledge of the topology or its estimation. Further, a
distributed power allocation algorithm was developed in [39] to maximize the network
throughput of DF relay networks.

The concept of single-relay diversity was extended in [40], and a distributed version
of the well-known switch and stay combining (SSC) technique was proposed. The
performance analysis of cooperative diversity with MRC and EGC has been extensively
studied over Rayleigh and Nakagami-m fading channel in [21], [41] and the effect of the
imperfect channel estimates on the performance of SSC and SEC in Rayleigh, Ricean and
Nakagami fading was studied in [42], [43]. The tight bounds for the outage and error
probability of a distributed spatial diversity wireless system in the presence of Rayleigh
fading was presented in [44]. An end-to-end performance of a dual hop fixed gain relaying

system when the source-relay and the relay-destination channels experience Rayleigh/Rician
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and Rician/Rayleigh fading scenarios, respectively, were presented in [45]. In [46], tight
upper bounds for the end-to-end SNR and error probability of dual-hop wireless
communications systems with non-regenerative relays over Nakagami-m fading channels
were presented while in [47] the end-to-end SNR for multi-hop wireless communications
systems with non-regenerative fixed-gain relays and upper bound using the harmonic and
geometric mean of positive RVs were presented. Using this bound, simple closed-form
expressions are also derived for the moments of the end-to-end SNR in Rayleigh, Nakagami-
m, and Rician fading. Moreover, the outage probability and the average error probability are
derived for several coherent and non-coherent modulation schemes using the MGF approach.
The closed form expressions of outage probability and bit error rate for BPSK for the case
when communication between source and destination is supported by multi-antenna relay
were derived in [48]. Outage probability of two-hop multi-antenna relay based system for the
case when relay performs SC of signals and destination performs MRC of signals and the
closed form expressions for outage probability and BER for multi-antenna cooperative relay
network have been derived in [49] and [50], respectively, where source and relay are
communicating with multi-antenna destination over correlated Nakagami-m fading channel.
In [50], both the relay and destination perform MRC combining of signals.

The above-mentioned relay schemes, however, were only considered for one-way
relay networks where the source and the relay transmit information to the destination in
successive time slots in which the relay does not actively help the source, but rather,
facilitates the source transmission by inducing as little interference as possible; as shown in
Fig. 2.2. Recently, there has been increasing attention paid to the two-way/bidirectional relay
channel (e.g., [51]-[55]), where two senders exchange information via one assisting relay.
Fig. 2.3 shows architecture for a two-way relay channel where for bidirectional traffic, the

destination node d is also a source node, and node s is also a destination node.
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Fig. 2.3 A two-way wireless relay network

The two-way communication channel was first studied by Shannon [56] in 1961,
when the inner and outer bounds of the capacity region were derived. Achievable rate regions
for some two-way channels and two-way relay channels were later derived in [57] and [58],
respectively. In comparison with the traditional one-way relaying that forwards messages
from one of the two source nodes to the other in an alternate manner, the two-way relaying
provides an improved spectral efficiency for information exchange between two source nodes
by allowing the relay to receive/forward from/to two source nodes at the same time.
Therefore, combining the two-way relaying with other transmission technologies, such as
multicarrier [59] and/or multi-antenna [60], creates promising designs for the future
generation of wireless systems.

The conventional relay selection methods proposed for one-way relaying may also be
applied to the bidirectional communication scenario after some modifications. In [61], a
bidirectional relay selection criterion is proposed, wherein the relay is chosen to maximize
the weighted sum of the bidirectional rate pair on the boundary of the achievable rate region.
Similar to one-way relaying, there are also DF and AF modes for two-way relay networks, in
which the AF relay strategy is similar to that in one-way relay network, while the DF applies
the concept of network coding. Though studies of the two-way relay channel [62], [63]

indicate the possibility of no interference even if there is more than one source, in this thesis
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we focus on one-way relaying for the sake of simplicity. In the following section we discuss

some of the relaying protocols.
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2.3 Relaying Protocols in Wireless Networks

In this section, we outline several relaying protocols and exhibit their robustness to
fairly general channel conditions. The most common relaying protocols are the ones in which
either the relay amplifies what it receives, or it fully decodes, re-encodes, and retransmits the
source message. These two relay signalling methods are now reviewed.

2.3.1 Amplify-and-Forward

The amplify-and-forward relaying mode allows the relay station to amplify the
received signal from the source and forward it to the destination. In this method each relay
node receives the signals transmitted by the source but do not decode them. These signals in
their noisy form are amplified to compensate for the attenuation suffered between the source-
to-relay links and retransmitted. The AF method was proposed and analysed in [7, 64] where
has been shown that for the two-user case, AF relay method achieves diversity order of two,
which is the best possible outcome at high SNR. In [65], a wireless network with fading and a
single source-destination pair is considered where the information reaches the destination via
multiple hops through a sequence of layers of single-antenna relays. It has been shown that
the performance of this amplify-and-forward strategy degrades with increasing network size.
This phenomenon is analysed by finding the tradeoffs between network size, rate, and
diversity. A lower bound on the diversity-multiplexing trade-off for concatenation of multiple
random Gaussian matrices is also obtained. A framework to compute the maximum
achievable rate with AF schemes for a class of general wireless relay networks, namely
Gaussian relay networks has been provided in [66]. This framework casts the problem of
computing the maximum rate achievable with AF relay networks as an optimization problem.

In A&F, it is assumed that the destination requires knowledge of the channel state
between source-to-relay links to correctly decode the symbols sent from the source. This

requires transmission of pilots over the relays resulting in overhead in terms of additional
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bandwidth. Another potential challenge is that sampling, amplifying, and retransmitting
analogue values are technologically nontrivial. Nevertheless, AF is a simple method that
lends itself to analysis and thus has been very useful in furthering our understanding of
cooperative communication systems.

2.3.2 Decode-and-Forward (DF)

The decode-and-forward relaying strategy allows the relay node to decode the
received signal from the source, re-encode it and forward it to the destination. The receiver at
the destination uses information retransmitted from multiple relays and the source (when
available) to make decisions. During decoding, it is possible for a relay node to decode
symbols in error resulting in error propagation making it unsuitable for delay limited
networks. Perfect regeneration of symbols at the relays may not be possible. However,
retransmission of symbols or use of forward error correction (FEC) depending on the quality
of the channel between the source and the relays may help in regeneration of symbols with
least errors. In [67], end-to-end bit error, outage probabilities and the diversity performance
of wireless relay networks with multiple parallel relays communicating with the destination
over orthogonal channels has been investigated with a focus on the decode-and-forward (DF)
relaying protocol. In [68], an ideal case using DF protocol is studied where the relay is able to
know exactly whether each decoded symbol is correct. A framework of non-coherent
cooperative relaying for the DF protocol employing FSK has been studied in [69]. A
maximum likelithood (ML) demodulation was developed to detect the signals at the
destination. Due to the nonlinearity form and high complexity of the ML scheme, a
suboptimal piecewise-linear (PL) scheme was also proposed in [69] and was shown to
perform very close to the ML scheme. Selection combining scheme has been widely
investigated for coherent DF relay systems in which a perfect knowledge of channel state

information (CSI) is available at the relays and destination [70-73]. In [74], a new decode-
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and-forward relaying scheme for a cooperative wireless network composed of one source, K
relays, and one destination and with binary frequency-shift keying modulation has been
studied. The paper claims through analytical and simulation results that the obtained optimal
threshold scheme or jointly optimal threshold and power-allocation scheme can significantly
improve the BER performance compared to the previously proposed schemes.

DF relay can be further classified as Fixed DF and Adaptive DF scheme. For the fixed
DF scheme, the relay always detects and forwards the original data by maximum likelihood
(ML) detection. Although this scheme is simple, the cooperation can be detrimental to the
eventual detection of symbols at the destination due to error propagation if the detection at
relay is unsuccessful. In Adaptive DF Scheme, relay evaluates the quality of the received
signal and check whether it satisfies the preset requirement. The relay detects and forwards
the data to the destination. Otherwise, it keeps silent in the second phase. Therefore, the
problem of erroneous retransmission and error propagation induced by the relay in fixed DF
scheme can be mitigated.

2.3.3 Hybrid amplify-decode-and-forward

Recently, a new class of forwarding strategy, named as decode-amplify-forward
(DAF), was proposed for relay channels. The proposed DAF strategy cleverly combined the
merits of both decode-forward (DF) and amplify-forward (AF) by exploiting the coding gain
on the inter-user channel and maximizing the data reliability. Since this new scheme hybrid
the merits of both AF and DF relay schemes, it is also known as Hybrid DAF (HDAF)
scheme. The HDAF scheme combining AF and FDF with soft-decision, namely decode-
amplify-forward protocol, has recently been reported in [25]. The relay performed soft
decoding and forwarded the reliability information at the output of its decoder to the
destination, hence combining both AF and DF mode. Another hybrid scheme of ADF and AF

for orthogonal frequency division multiplexing (OFDM) systems was proposed in [75].
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Depending on the channel condition of the source-to-relay link on each subcarrier, the better
protocol between ADF and AF is selected. Simulation results verified the advantages of the
proposed hybrid scheme. In [76], a cooperative communication scheme with hybrid decode-
amplify-forward (HDAF) protocol combining the AF mode and ADF mode with hard
decision was focussed on. It was shown that instead of remaining silent during the second-
hop transmission if the signal is corrupted as in the ADF protocol, the HDAF scheme can
increase the performance by having the relay perform in the AF mode. When the relay has
full knowledge about the instantaneous fading channel of the source-to-relay link, it can
operate in channel state information (CSI)-assisted AF relay mode. The performance gain of
hybrid decode-amplify-forward (HDAF) relay protocol over the ADF and AF in dual-hop
multiple-relay networks were also investigated in [77]. The performance gain in terms of the
symbol error probability (SEP) in the high signal-to-noise ratio (SNR) regime were analysed.
It was also shown that in contrast to the single-relay case in which the HDAF scheme has no
benefit compared to ADF and AF as the relay is located close to the source, HDAF still

achieves a small gain with multiple relays.
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2.4 Various Relay Network Topologies

2.4.1 Two-hop relays

The two-hop relaying systems typically operate over two phases or hops. In the first
hop, signal transmission from source is received by single/multiple relays and the destination.
In the second phase, relays forward the information to the destination as shown in Fig. 2.2.
The destination combines the relayed signals and the direct signal received in the first hop to
improve the SNR. This process creates multiple fading channels from the source to the
destination.

Past works concerning the performance of dual-hop systems over fading channels can
be found in [45], [46], [49], [S0], [76]. In [78], an end-to-end performance of dual-hop
transmission systems with regenerative and non-regenerative relays over Rayleigh fading
channels was studied. In [79], the performance of dual-hop wireless communication systems
with fixed-gain relays over Nakagami-m fading channels was investigated. In [80], the end-
to-end performance of one of branch dual-hop relaying systems operating in Rayleigh fading
channels is analysed. The Dual hop relay systems can employ single or multiple relays at the
relay node. However, due to the use of only one relay, the diversity of these systems remains
limited. The performance of the dual-hop relay systems can be enhanced by utilizing multi
relays. The end-to-end performance of multi branch dual-hop wireless communication
systems with non-regenerative relays and equal gain combiner (EGC) at the destination over
independent Nakagami-m fading channels was studied in [81] and new closed form
expressions for probability distribution function (PDF) and cumulative distribution function
(CDF) of end-to-end signal to noise ratio (SNR) per branch in terms of Meijer’s G function
were presented. In [44], the error performance of a multi branch dual-hop relay system in
Rayleigh fading channels is studied. The main aim of the next-generation cellular wireless

networks is to support high data rates and maintain the required quality of service (QoS) for
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multimedia applications with increased network capacity. Dual hop cellular networks possess
the potential of enhanced coverage, data rates, QoS performance, as well as bit error rates.
However, in-depth analysis and careful system designs are required to exploit these potential
advantages. Furthermore, dual hop relaying gives better trunking efficiency at aggregation
points, along with the fact that site acquisition and antenna structures are much less
expensive.
2.4.2 Multi-hop relays

In multi hop relays, the information transmitted from the source reaches the
destination is successive multiple hops via multiple relays installed between the source and

the destination as shown in Fig. 2.4
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Fig. 2.4 A multi-hop wireless relay network

The source, destination and relays nodes can be equipped with single or multiple
antennas. Recently, multi-hop relaying for wireless communication has attracted considerable
attention in both industry and academia. It has been shown in the literature that by using
multi-hop relaying, problems like coverage, capacity and cost can be easily solved in wireless
communication systems. Several analyses have been proposed for more general multi-hop
relay networks [33], [47], [65], [82]-[84]. The tradeoffs between rate, diversity, and network
size for multi-hop MIMO AF networks were analysed in [65], and the diversity-multiplexing
trade-off was derived in [82]. In [83], the asymptotic capacity of multi-hop MIMO AF relay
systems was obtained when all channel links experience i.i.d. Rayleigh fading while the
number of transmit and receive antennas, as well as the number of relays at each hop grow
large with the same rate. In [84] hierarchical multi-hop MIMO networks were studied, the

scaling laws of capacity were derived when the network density increases.
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A multi-hop relaying system where data is sent by a multi-antenna source and is
relayed by successive multi-antenna relays until it reaches a multi-antenna destination is
analysed in [85]. In [86], the general model and the bit error rate (BER) of multi-hop WRNs
employing distributed STBC at the relay nodes were analysed. The pair wise error probability
was also derived and the impact of several parameters, such as distributed STBC at the
relays, the number of relays, the distances between the nodes, and the channel state
information available at the receivers, on the BER performance of the multi-hop WRN were
also examined.

It is very obvious that the dual hop wireless channels can be extended into multi-hop
wireless channels by merely inserting few more relay stations (RS) in order to meet the
coverage and throughput when the demand grows further. However, as RSs close to source
have to carry traffic originated from and destined to multiple RS and destination stations
(DSs), traffic accumulation occurs and tends to grow larger with more number of hops. The
congestion with multi-hop forwarding will be at its peak at the RS nearest to source. Because
of unnecessary congestion and rise in media access time, the overall end-to-end packet delay
would also increase. Along with, due to node mobility and fluctuations in radio signal
strength, the routing path from the source to the destination could easily become invalid.
Frequent route changes and the resulting route discovery procedures could cause high
signalling overheads. As a consequence of all these limitations, IEEE 802.11 has been
reported not to perform well in multi-hop relay environments.

Though relay-assisted multi-hop networks are expected to play a significant role in
4G wireless communication systems, because of its great potential to cost-effectively extend
the coverage and/or increase the spectral efficiency, and driving the cost of deploying 3G+
and 4G systems lower, considering the limitations which include packet delay, signalling

overhead, and system complexity, simple dual-hop relay implementation may appear better in
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contrast to the multi-hop relay systems. Thus, throughout thesis our discussions are limited to

dual hop relay links only.
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Chapter 3 - Theory of Wireless

Communications

Signal transmission through a wireless medium tends to deteriorate the signal due to
multipath, fading and inter-symbol interference (ISI). These attenuations can be dealt with up
to some level by using multiple antennas at the transmitter and the receiver to improve the
performance. Also by estimating the channel state information of the channel paths through
which transmission takes place, performance of the wireless system can be further increased.
There are a few more ways that may help in improving the performance of the wireless
systems. These include Diversity methods, Antenna Selection Schemes, Relayed
Transmissions, channel estimation and data detection algorithms. This chapter gives a brief
introduction about the channel impairments, fading channels involved in data transmission

and some of the solutions to deal with the problem of multipath and fading.
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3.1 Introduction

The field of wireless communication has been known since the first humans began to
communicate using fire smoke and sounds as signals for transmitting messages over short
distances. But communication over long distances wasn’t made easy until late 1800’s, when
Marconi and his associate successfully established a 14.5 miles fixed wireless link over the
sea [87]. His invention was even used by the Italian Navy for sea-to-shore communication.
These were the first digital communications that took place at a rate of 12 words per minute
and operated at wavelengths of up to 10,000 meters with corresponding frequencies of 3-30
kHz. It was at this time when many great communications companies came into existence.
The number of developments in the field of digital communication grew rapidly over the late
20th century. Since then there has been a widespread increase in developing new wireless
communication techniques capable of transmitting information over high data rates and
providing low bit error rates (BER). [88] focused on some of the wireless technologies that
emerged in the past and also provided an insight into the future wireless technologies.

Currently this has led to growing use of cellular phones, cordless phones, and digital
satellite systems capable of communicating at many different frequencies ranging from tens
or hundreds of Hertz for underwater communication to infrared range of 10'* Hertz. As
people are becoming more accustomed to immediate access to any available information like
news, sports or even their own location, the area of wireless communication will continue to
grow and the next generation wireless communication systems will continue to provide

variety of services to everyone and everywhere.
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3.2 Digital Communication System

Any efficient wireless communication system requires proper characterization of its
components to deal with the harsh environment. Irrespective of the purpose for which a
wireless system has been designed, it necessarily has three major components: a transmitter, a
channel, and a receiver. Fig. 3.1 shows a basic block diagram of a wireless communication

system [89].

Transmitter

Information . Channel
Source » Modulation | »  Encoder

______________________________________________

Propagation .
Channel +— Noise

Information De- Channel
Sink ¢ Modulation € Decoder

Receiver

Fig. 3.1 A general wireless communication system

The information source is the actual data that needs to be transmitted. The data can be
in analog form like voice, video and pictures, or in digital form like text or multi-media. The
transmitter accepts the data in form of signal from this information source and processes it
into an appropriate format to be transmitted over the channel. If the data is in analog format,
the source encoder converts it into digital (binary) form. The binary data is then subjected to
channel encoder for reliable transmission. The channel encoder adds controlled redundancy
to the binary sequence for error detection and correction. The encoded data sequence is then

modulated to generate waveforms for transmission over the channel.
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The channel is a physical medium between the transmitter and the receiver in the form
of a telephone line, a high frequency radio link, a storage device, vacuum etc. and usually
contains disturbances like noise and obstacles like buildings, terrestrial features.

At the receiver, the signal is captured and processed in a form appropriate to trace
back the transmitted information. During this whole sequence of data transmission, the signal
gets corrupted, degraded and attenuated due to noise and channel impairments. By carefully
compensating these channel impairments and system designing, the data rates can be

maximized and the signal degradation can be improved.
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3.3 Digital Modulation Techniques

The process of modulation is to modify a signal so as to carry data over the
communication channel. Successful simulation of any wireless communication system
depends on the modulation techniques used which is capable enough of capturing all the
significant deviations from the ideal behaviour. While designing any wireless communication
system, the use of any particular modulation scheme is based on the application as well as on
the channel characteristics such as available bandwidth and its susceptibility to fading. When
data transmission takes place through a channel, the signal amplitude tends to vary with time
due to the variability in the transmission medium. In such situation we need a modulator and
demodulator at the transmit and the receive side, respectively, in order to recover the signal.

During transmission if a binary waveform is superimposed on the carrier then
amplitude modulation (AM), phase modulation (PM) or frequency modulation (FM) may be
used. However, in some cases a combination of AM-PM can be employed such as Quadrature
amplitude modulation (QAM). FM shows more resistant to channel impairments and
performs better in terms of power efficiency whereas AM and PM outperforms in terms of

spectral efficiency. In this thesis we mainly focus on AM, MPSK.

3.3.1 MPSK Modulation/De-Modulation

If we group together N bits over the time T, = NT;,, where T}, is the bit duration and
T, is the symbol duration, then there are 2V = M possible symbols. MPSK modulation uses
these M possible symbols to represent the digital data where each possible symbol encodes
log,M binary bits to represent a particular symbol [90]. The phase of the carrier signal is
shifted by the modulation signal with the phase measured relative to the previous bit interval.

The transmitted signals can be identified as
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x(t) = J@cos@nﬁ.t +6,,) (3.1)

where E), is the energy contained per bit
T is the bit duration
f¢ s the carrier frequency
6,, is the phase of the un-modulated carrier given by (2m + 1)m/M where
m=201,..,M-1
Depending on the number of bits being transmitted in a symbol, M can take different
values of 2,4,8,16. When M = 2, each bit is transmitted individually to control the phase of
the carrier and is called as binary phase shift keying (BPSK) modulation [91]. During each bit
interval, the modulator shifts the carrier to one of the two possible phases which are 7 radians
apart. Thus with two phases 0 and m, the binary data is communicated with the following
signals:

For binary ‘0’

xo(t) = ’% cos(2nf.t + m), when 68 =, and (3.2)
For binary ‘1’
x1(t) = ,%cos(erfct), when 8 =0, (3.3)

In the complex form, the modulated signal can be expressed as

x(6) =1(t) +jQ(t) (3.4)
where I(t) = R(t)cosO, Q(t) = R(t)sinf, and R(t) = 2% is the bipolar baseband signal.

When M = 4, two bits are grouped together to form a symbol and is called quadrature
phase shift keying (QPSK) modulation. QPSK modulation uses four constellation points

which are equi-spaced around a circle and it is more resilient to noise. With four phases
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present, QPSK encodes two bits per symbol and there are four possible combinations for each
symbol:00, 01,10, 0r 11. Unlike BPSK where the modulator shifts the carrier to 0 or m, in
QPSK the modulator shifts the carrier to one of the four possible phases corresponding to the

four possible input symbols [92]. Thus, a QPSK signal can be defined as

x(t) = /%cos(znf;we) (3.5)
where 8 can take four possible phases of %,%,%,or%ﬂ as needed. The BPSK and QPSK

constellations [93] are shown in Fig. 3.2. At the receiver the demodulator removes the data

from the carrier and the data bits are recovered.
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Fig. 3.2 (a) BPSK constellation, (b) OPSK constellation

In terms of handling noise and distortion, BPSK modulation is the strongest of all the
PSKs as it takes the highest noise or distortion level aiding demodulator to reach to a correct
decision. But since it is capable of handling only one bit per symbols it is not suitable for
band-limited high data-rate applications. Another advantage of using QPSK over BPSK is
that in BPSK the data stream is transmitted with T}, bit duration with channel bandwidth of
2fy, where f, = 1/T),, whereas in QPSK the data stream is transmitted with 2T}, bit duration

using channel bandwidth of f, thus using half the available bandwidth.
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3.4 Wireless Fading Channels

3.4.1 Fading channel impairments

Wireless communication takes place over radio waves for transmitting information,
where the carrier frequency of these radio waves can vary from a few hundred megahertz to
several gigahertz depending on the system. The wireless channel can be described as a
function of time and space. The signal received at the receiver is the combination of the many
replicas of the same transmitted signal arriving at the receiver from several directions.
Therefore, signaling over a wireless channel is severely affected by the environmental radio
propagation effects as the channel state may change within a very short time span and hence

suffers from many channel impairments.

3.4.1.1 Attenuation

When the wireless transmission takes place over a large distance of several
kilometres, there occurs a steady decrease in the power of the transmitted signal at the
receiver. This refers to attenuation. The attenuation caused by wireless propagation causes
path loss, shadowing loss, and fading loss. Path loss refers to signal attenuation due to
distance between the communication nodes, shadowing loss occurs due to absorption of
signals in local structures like buildings, and fading loss occurs due to the constructive and

destructive interference of the multiple reflected radio wave paths.

3.4.1.2 Noise

Noise is present in every communication system in various forms. It can be in a form
of thermal noise which occurs due to agitation of electrons, a function of temperature, and is
present in all electronic devices and transmission media. Hence it is impossible to eliminate.

It can be in terms of Inter-modulation noise which occurs when the signals having different

48



frequencies travel through the same medium. Noise can also occur due to irregular pulses or
noise spikes caused by external electro-magnetic disturbances, or faults in the communication
system and is known as Impulsive noise. These spikes are of short duration but relatively

high amplitude.

3.4.1.3 Multipath fading

Multipath refers to the situation where the transmitted signal is reflected by various
physical obstacles like buildings, tree and similar structures, thus creating multiple signal
paths between the base station and the mobile/user terminal. The scenario is shown in Fig.
3.3. These multiple paths have randomly distributed amplitudes, phases, and angle of arrivals,
which causes fluctuations in the received signal strength causing fading, hence called
multipath fading. It also increase the time period required for the transmitted signal to reach
the receiver hence causing delay spread. The relative attenuation between the antennas
becomes an important issue when dealing with multiple antennas. Channel fading

significantly degrades the performance of wireless transmissions.
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Fig. 3.3 Multipath Propagation

3.4.1.3.1 Slow Fading and Fast Fading
Based on the Doppler spread, multipath fading can be classified as slow-fading or
fast-fading. In a slow fading channel, the channel impulse response changes at a much slower

rate than the transmitted baseband signal. The channel may be assumed to be static over one
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or several reciprocal bandwidth intervals [94]. In the frequency domain, this implies that the
Doppler spread of the channel is much less than the bandwidth of the baseband signals.

In a fast fading channel, the channel impulse response changes rapidly within the
symbol duration. That is, the coherence time of the channel is smaller than the symbol period
of the transmitted signal. This causes frequency dispersion due to Doppler spreading, which
leads to signal distortion. Fast fading channel only deals with the rate of change of the

channel due to motion. In practice, fast fading only occurs for very low data rates.

3.4.1.3.2 Flat Fading and Frequency-Selective Fading
Depending on the relative magnitude between the delay spread and symbol period,
multipath fading can be identified as frequency-flat fading or frequency-selective fading.
A channel exhibits flat fading when T, <T,. In this case, all the received multipath
components arrive within the symbol time duration [95]. There does not occur any channel-
induced ISI as the neighbouring received signals do not overlap, therefore, the frequency
components arriving at the receiver have either little or no distortion, hence flat fading.
Frequency selectivity occurs whenever the received multipath components of the symbol
extend beyond the symbol time duration i.e. T,, > T; where T, is the maximum excess delay
time and T is the symbol time. Different frequency components are subject to dispersive

behaviour introducing ISI, hence frequency-selective fading.

3.4.1.4 Inter Symbol Interference (ISI)

ISI is one of the most severe limitations encountered in high-speed data transmission
systems. Using any practical channel, the effects of filter are unavoidable which causes
spreading of individual data symbols passing through the channel and for consecutive

symbols this spreading causes part of the symbol energy to overlap with the neighbouring
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symbols. This phenomenon causes ISI as shown in Fig. 3.4 and it significantly degrades the
system performance.
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Fig. 3.4 Inter-symbol Interference

3.4.2 Statistical Fading channel Models

The statistical models are based on measurements made specifically for an intended
communication system or spectrum allocation. A significant advantage of the wireless
channel models is their flexibility, which means by changing the statistical parameters; the
same model can be used to simulate the channel under different conditions. Depending on the
nature of the radio propagation environment, there are different models describing the
statistical behaviour of the multipath-fading envelope. The Rayleigh, Ricean and Nakagami
are the most commonly used statistical models to represent small-scale fading phenomenon
[92], [94] — [99]. In this section, we present different types of fading channels and the
mathematical models to describe these channels over which transmission of information takes
place or in which information can be stored. These channels can be classified by the

environments to which they apply.
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3.4.2.1 Additive White Gaussian Noise (AWGN)

The AWGN is one of the most frequently assumed transmission channel model and is
generally used to model an environment which has a large number of additive noise sources.
These additive sources can be modelled as Gaussian random process. The statistical model
for the AWGN channel with zero mean and variance (o) is given by its probability density

function (PDF) [92] as

1 1
p() = f=rexp (— 57 %) (3.6)
where ¢% = zgz"b’ R is the coding rate given by the ratio of the number of information bits to

the number of transmitted bits, and £, is the ratio of the bit energy to noise power spectral
N,

density. As the name suggests the AWGN channel is defined as the addition of white

Gaussian noise to the transmitted signal as shown in Fig. 3.5.

Tx

Fig.3.5 the AWGN System Model
The signals are transmitted with energy Ejusing one transmit antenna. The received
signal y after modulation at any time instant / is given by
Ve = Xe + ¢ (3.7)
where x; and n, are the information bits and the white noise added by the channel,

respectively, at time 7.
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3.4.2.2 Rayleigh Fading Channel

AWGN is a hypothetical situation where the transmitter is assumed to be ideal and
noiseless. It is merely noise generation at the receiver side assumed to have a constant power
spectral density over the entire channel bandwidth and the amplitude following Gaussian
distribution.

In real-time scenario, when a signal is transmitted it is received as a superposition of
many pulses arriving at the receiver due to multi-path fading. Rayleigh fading model is one
such model motivated by the fading effects arising due to long distance transmission. In
Rayleigh flat fading channel model, it is assumed that the channel induces amplitude, which
varies in time according to the Rayleigh distribution. If there is no line-of-sight component
and the multiple reflective paths are large in number (as in the case of dense urban
environments) then small-scale fading is also termed as Rayleigh fading as the Gaussian
distribution has a zero mean and the envelope of the received signal is statistically described
by a Rayleigh PDF [95][100].

When the channel impulse response is modelled as a zero-mean complex-valued
Gaussian process, the envelope at any instant is Rayleigh-distributed [94] [101]. The

Rayleigh PDF of a received complex envelope of a signal r(t) at any time / is given as

2

p(r) = (:—Ze(iz) (r=0) (3.8)
where o is the root mean square value of the received voltage signal before envelope
detection, and ¢ is the time-average power of the received signal before envelope detection.
It is well known that the envelope of the sum of two quadrature Gaussian noise signals obeys

a Rayleigh distribution. This fading distribution could be applied to any scenario where there

is no LOS path between transmitter and receiver antennas [98], [99].
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The Rayleigh Channel model is forced by the fading effects added into the system
while transmitting over a distance and is defined as the product of transmitted signal with a
complex fading coefficient. AWGN is also part of the model and is added after fading as

shown in Fig.3.6.

X, h.x, Y =hx+n,

1 11

| Channel —\_l_/ >

Tx

Fig.3.6 Fading Channel Model
Then the received signal y after modulation at any time instant  is given by
Ye = hexe + 14 (3.9)
where x; is the transmitted sequence, n, is the white noise added and h; is the complex

fading coefficient added as a result of fading.

3.4.2.3 Nakagami-m Fading Channel

The Nakagami distribution is selected to fit empirical data and is known to provide a
close match to some experimental data than the Rayleigh distributions. The Nakagami
distribution is often used to model multipath fading as it can model fading conditions that are
either more or less severe than Rayleigh fading. When m = 1, Nakagami distribution
becomes the Rayleigh distribution, when m = 1/2 it becomes a one-sided Gaussian
distribution and when m = oo the distribution becomes an impulse (no fading). Even Rice
distribution can be closely approximated using Nakagami parameter m via the relationship
m = (K +1)?/(2K + 1) [96].

K-Factor — The fading signal magnitude follows a Rice distribution, which can be

characterized by two parameters: the power F, of constant channel components and the power
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P, from scatter channel components. The ratio of these two (P" / P) is called the Ricean K-
5

factor. The worst-case fading occurs when P, = 0 and the distribution is regarded as Rayleigh
distribution (K = 0). The K-factor is an important parameter in system design since it relates
to the probability of a fade of certain depth. Both fixed and mobile communications systems
have to be designed for the most severe fading conditions for reliable operation (i.e.,
Rayleigh fading).

Considering a receiver with M diversity branches, let the received instantaneous
signal A, at the k' branch be characterized by the Nakagami distribution. The Nakagami
distribution describes the received envelope z(t) = r(t) by a central chi-square distribution

with m degrees of freedom, i.e. [102] [103],

p(Ay) = %(%:)m" et m =1, M (3.10)

where I'(.)is the Gamma function, Q) = :4—5 is the average power on k" branch, my, is the
fading parameter.
For the Rayleigh PDF given by (3.8) and r denoting the amplitude of the Rayleigh
fading, the cumulative distribution function (CDF) of the Rayleigh fading can be written as
Fp(r) =1—eT"/20" (3.11)

For the Nakagami-m PDF given by (3.10), the Nakagami-m CDF can be written as

M

2 my _ k)2
Fy(1) :fﬂrr(mk)(%:) r2mk 19( ”k) dr (3.12)

Then the complex Nakagami-m amplitudes can be calculated as

A=Fil(w (3.13)
where Fy! is the inverse function of Nakagami-m CDF, and u is the uniformly distributed
variable generated by Rayleigh fading coefficients, u = Fz(r) =1 — e /20% A s

Nakagami-m distributed can be further expressed as
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A= Fy'(Fr () (3.14)

A general form of the inverse Nakagami-m CDF is obtained as
F_l( ) _ + a1v+a2v2+a3v3 315
N uy=v 1+b1v+b2v2 ( ) )

1

where v = ( llnﬁ) , and m is the Nakagami-m fading parameter, and 0.65 < m < 10.

Each ‘m’ has a different set of parameters and is listed in Table 3.1 [104].

Table 3.1 Set of parameters corresponding to different values of 'm'

m a, a, as by b,
0.65 -0.0828 -4.5634 -15.8819 63.1955 23.2981
0.75 -0.0547 -0.3679 -1.0336 6.2107 1.8533
0.85 -0.0336 -0.1543 -0.4733 4.9250 1.2082
1.00 0.0000 0.0000 0.0000 1.0000 1.0000
1.50 0.0993 0.0560 0.2565 0.5276 0.0770
2.00 0.1890 -0.0128 0.2808 -0.0809 0.0638
3.00 0.3472 -0.2145 0.2626 -0.6779 0.1690
4.00 0.4846 -0.4231 0.2642 -0.9729 0.2727
5.00 0.6023 -0.6238 0.2789 -1.1798 0.3732
6.00 0.7139 -0.8305 0.3223 -1.3232 0.4558
7.00 0.8167 -1.0244 0.3761 -1.4233 0.5192
8.00 0.9260 -1.2350 0.4557 -1.4872 0.5628
10.0 1.1088 -1.6095 0.6015 -1.6046 0.6488
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3.5 Wireless System Models

In conventional wireless communications, a single antenna is used at the source, and
another single antenna is used at the destination. These systems are one of the simplest in the
antenna technology but in some environments these systems are vulnerable to problems
caused by multipath effects. In order to minimize or eliminate problems caused by multipath
wave propagation, multiple antennas can be employed at the transmitter and/or the receiver.
Depending on the number of transmit and/or receive antennas deployed at either end there are
four possible system models:

1. Single Input Single Output (SISO) Systems

2. Multiple Input Single Output (MISO) Systems
3. Single Input Multiple Output (SIMO) Systems
4. Multiple Input Multiple Output (MIMO) Systems

We will be discussing each them in brief in the next few sections and these four
different types of system models will be the focus of the entire thesis.
3.5.1 Single Input Single Output (SISO) Systems

A Single Input Single Output (SISO) system refers to a wireless communications
system in which a single antenna is used both at the transmitter and the receiver as shown in
Fig. 3.7. In a digital communications system, such systems cause a reduction in data speed

and an increase in the number of errors.
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3.5.2 Multiple Input Single Output (MISO) Systems

A Multiple Input Single Output (MISO) is an antenna technology for wireless
communications in which two or more antennas are used at the transmitter and a single
antenna at the receiver as shown in Fig. 3.8. The data stream is converted from serial to
parallel at the transmitter side and vice-versa at the receiver to minimize errors and optimize

data speed.
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Fig.3.8 MISO Communication Model

3.5.3 Single Input Multiple Output (SIMO) Systems

A Single Input Multiple Output (SIMO) is an antenna technology for wireless
communications in which two or more antennas are used at the receiver and a single antenna
at the transmitter as shown in Fig. 3.9. The signals arriving from different directions are
combined in various ways at the receiver to minimize errors and optimize data speed. An
early form of SIMO, known as diversity reception, has been used by military, commercial,
amateur, and shortwave radio operators at frequencies below 30 MHz since the First World

War.
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Fig.3.9 SIMO Communication Model
3.5.4 Multiple Input Multiple Output (MIMO) Systems
A Multiple Input Multiple Output (MIMO) is a wireless communications system in
which multiple antennas are used at both the transmitter and the receiver as shown in Fig.
3.10. The antennas at each end of the communications circuit are combined to minimize

errors and optimize data speed.
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Fig.3.10 MIMO Communication Model
MISO, SIMO, MIMO technologies all have possible widespread applications in
digital television (DTV), wireless local area networks (WLANSs), metropolitan area networks
(MANSs), and mobile communications.
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3.6 Diversity

Diversity is an important way to help mitigate the multipath-induced fading that
results from users’ mobility. It is a method that is used to develop information from several
signals transmitted over independent fading paths. This means that the diversity method
requires that a number of transmission paths be available, all carrying the same message but
having independent fading statistics. The mean signal strengths of the paths should also be
approximately the same. The basic requirement of independent fading is that the received
signals are uncorrelated. Therefore, the success of diversity schemes depends on the degree to
which the signals on the different diversity branches are uncorrelated. To meet the stringent
requirements for quality service requirements and spectrally efficient multilevel
constellations, antenna diversity is needed to offset penalty on the SNR due to fading and
denser signal constellation. By proper combining of the multiple signals severity of fading
can be greatly reduced and reliability of transmission can be improved. The use of diversity
permits a direct comparison of improvement offered by multiple antenna compared to a
single one [105]. The effectiveness of diversity and adaptive combining schemes has been
proven in [106].

There are several diversity schemes available to choose from which includes time
diversity, frequency diversity, space diversity, receive diversity [107]. The information
bearing signal copies are transmitted at different time instants or different frequencies, while
using time or frequency diversity respectively [108]. Time diversity is usually effective for
fast-fading channel as the coherence time of this channel is small. In frequency diversity, the
frequencies have to be separated enough to make sure that the fading coefficients are
independent and uncorrelated. In space diversity, multiple antennas separated by a few

wavelengths are used at the receiver/transmitter to create independent fading channels. This
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is the most popular technique used in wireless communication. Unlike in frequency diversity,
no bandwidth efficiency loss occurs in space-diversity. By placing the antennas sufficiently
apart, independent channel fading coefficients can be obtained between different antenna

pairs and thus independent signal paths can be created [109].

3.6.1 Transmit Diversity - Space-Time Codes

Transmit diversity schemes have increasingly grown popular over the last decade as
they promise high data rate transmission over wireless fading channels in both the uplink and
downlink while putting the diversity burden on the base station. Also it helps to improve the
quality and the data rates of the multiple antenna systems in order to obtain diversity orders.

An effective approach to maintain a trade-off between diversity and bit-rate and to
increase data rates over wireless channels is to employ coding techniques appropriately to
multiple transmit antennas. The effect of spatial diversity on the throughput and reliability of
the wireless channels is clearly examined in [56]. The information-theoretic results in single-
user multiple antenna channels, which guides the way to recent developments in reliable high
data-rate wireless networks, has been reviewed using the concept of capacity introduced by
Shannon in 1948 [110]. The concept given by Shannon stimulated the scientific community
to seek for better channel coding method to improve the reliability of transmission and it was
soon realized that the performance gains achieved by receive diversity can be reproduced by
employing multi-antennas at the transmitters to achieve transmit diversity. The capacity of
antenna systems far exceeded by using Multiple Input Multiple Output (MIMO) channels as
compared to single-antenna system. Use of multiple transmit antennas provided diversity in
the space domain i.e. space diversity and the channel coding designed for wireless
communications system with multiple transmit antennas provided both space and time

diversity and came to be known as space-time codes.
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Space-time codes (STCs) were first introduced by Tarokh [111] in 1998 as a novel
means of providing transmit diversity for multiple-antenna fading channel. Since then, space-
time codes have attracted considerable attention because of their ability to exploit the
capacity increase of MIMO antenna systems capable of maintaining the best trade-off
between the fundamental quantities of rate gain, diversity, and receiver complexity [107],
[109], [112], [113]. Today, space-time coding has gained enough consideration for
implementation over third (and beyond) generation wireless systems.

The performance criteria for designing these codes is under the assumption that the
fading is slow and frequency non-selective and is determined by diversity gain quantified by
ranks and coding gain quantified by determinants of certain matrices that are constructed
using the code sequences. The codes are such designed so as to improve the data and/or
reliability of communication over fading channels using MIMO systems [114]. While in
[111], it is shown that Space-time codes provides the best trade-off between diversity gain,
transmission rate, constellation size, signal space dimension and trellis complexity when CSI
is available at the receiver, [115] presents a theoretical study of effects of channel estimation
errors, frequency selectivity and speed of the change of channel i.e. Doppler effect on the
diversity advantage in the absence of CSL. When the channel statistics are not known, a
channel estimator is used to estimate the CSI when all points in the constellation have equal
energy. The space-time codes thus constructed will continue to work even when CSI is
known at the receiver but the sensitivity of the system to channel estimation error increases
with the increase in the number of transmit antennas. It is also well shown that the presence
of multipath rays does not affect the diversity advantage as offered by the original space-time
codes’ design criteria. Since Space-Time coding is a bandwidth and power efficient method,

therefore, one should have a fundamental understanding of the limits of bandwidth efficient
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delivery of higher bit-rates. Band-limited channels do not accumulate rapid flow of data but
by exploiting multiple antennas at the transmitter, higher bit-rates can be achieved [116].
There are mainly two types of STC- Space time block codes (STBC) and Space-time
trellis codes (STTC). While STBC operate on a block of input symbols, producing a matrix
output whose column represents time and rows represent antennas, STTC operate on one
input symbol at a time, producing a vector symbols whose length represents antennas [117].
Also, STBC do not provide coding gain unless concatenated with some outer code whereas
the key advantage of using STTC is that they provide coding gain. However, both types of
codes provide full diversity gain. STTC have a disadvantage that they are extremely hard to
design and generally require high complexity encoders and decoders while STBC require
simple encoding and decoding at low computational cost. Marked comparisons between these
two types of transmit diversity schemes in terms of frame error rate are clearly mentioned in
[118]. The main theories of the Space-Time Trellis Code (STTC) [111] and the Space-Time
Block Code (STBC) [28] have been mentioned in the two key papers for flat independent
Rayleigh fading channels. A number of other schemes employing multiple antenna arrays
were also developed at about the same time, e.g., the simple and popular Alamouti STBC
[119], a transmit diversity scheme using pilot symbol-assisted modulation [120] and the Bell
Labs layered Space-Time (BLAST) multiplexing framework [121]. Several design criteria
are available in the literature depending on the channel characteristics [122] — [124].
Considering the computational simplicity of the encoding and decoding process of the

STBCs, we focus on these codes in this thesis.

3.6.1.1 Space-Time Block Codes (STBC)
In hope of reducing the exponential decoder complexity of STTC, Alamouti proposed
a simple transmit diversity scheme [28], which was later expanded by Tarokh et al. [119] for

an arbitrary number of array elements to form the class of Space-Time Block Codes (STBC).

63



It presented a simple two-branch transmit diversity scheme which referred to a full-rate
orthogonal design. The orthogonality spread across sequence of symbols transmitted
simultaneously from two antennas was exploited at the receiver by the combining rule.

STBC can be achieved by a complex orthogonal designed matrix called the encoder
(or the transmission) matrix Gy,, where N; represents the number of transmit antennas, p
represents the number of time periods for transmission of one block of symbols. The

elements of the encoder matrix are the indeterminants [+ x, +x,,........ +x, ], their conjugates
lix: X e ;_l-x;J and the superposition of those. The encoder matrix maps k input

m — ary symbols into N, orthogonal sequence of length p. Thus the rate of r = k/p is
achieved.

To construct space-time block codes, the classical mathematical framework of
orthogonal designs can be applied [119]. An orthogonal design exists if and only if N, =
2,4 or 8. That means the STBCs constructed using this method exists only for a few sporadic
values of n. These codes have a simple maximum likelihood decoding algorithm based on
linear processing and also they exploit full diversity given by transmit and receive antennas
and achieve maximum possible transmission rate. However, a generalization of orthogonal
designs can provide STBC for both real and complex constellations for any number of
transmit antennas but the maximum possible transmission rate achieved is half for any
number N; of the transmit antennas.

STBC can be classified into STBC with real signals and STBC with complex signals.
It is worthwhile to note that full rate orthogonal design exists for arbitrary real signal
constellations for N, number of antenna elements; it does not exist for complex signal
constellations like PSK or QAM for more than two antenna elements. For N, = 2, the code

design aims at constructing high data rate complex transmission matrices Gy, whilst keeping
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the decoding complexity low and achieving full diversity order. Also the value of p must be
minimized to minimize the decoding delay. Alamouti scheme can be regarded as a STBC
with complex signal constellations for N, = 2. Also it is the only STBC with N, X N;
complex encoder matrix that achieves a full rate r = 1.

In [125], a complete classification of STBC based on the principle of linearity and
unitarity is given for complex symbol constellation. STBC offer the advantage that no
bandwidth expansion is needed. Also as STBC have decreased sensitivity to fading it can be
used for higher levels of modulation to increase the effective data rate and can be used to
increase the coverage area of the wireless systems. Quasi-Orthogonal STBC (QO-STBC)
were developed in [126] based on the unifying algebraic structure. Based on the graph theory
it was proved that these codes provided higher data rates that orthogonal STBCs (OSTBC). A
new algebraic construction for STBC with 2, 3, 4 and 6 antennas were presented in [127].
These codes provided full rate and full diversity and had a constant minimum determinant as
the spectral efficiency increased

So far, most of the research has been done assuming that the channel estimates are
available at the receiver. In some situations we want to forego the requirement for channel
estimation at the receiver, just to reduce the cost and complexity of the handset, or,
sometimes fading conditions change so rapidly that channel estimation becomes difficult, to
deal with such situations a differential space-time block coding (D-STBC) scheme was
proposed [128]. The performance of D-STBC is inferior to the performance of coherent
STBC (C-STBC) by 3 dB under ideal conditions but is much more robust to frequency and
phase errors and does not rely on instantaneous tracking of channel state information [129].

There are a few complex orthogonal designs proposed in [28] for 2, 3 and 4 transmit

antennas which accommodates rates as close to one as possible. For example, complex
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encoder matrices (3 and G, for three and four transmit antennas are orthogonal designs and

have therate r = 1/2.

x| —X; —X3 —X4 Xj —X; —Xj —Xj

Gis=|X2 X1 Xa —x3 X3 X{ X3 —X3 (3.16)
X3 X4 X1 X, X3 —X;3 X{ X,

(X1 —Xy —X3 —X4 X{ —X; —X3 —Xg]

YT Xs X X1 x,  x3 o—x; X X3 '
X4 X3 —X2 X Xz X3 —X; Xpl

It can be seen that the inner product of any two rows of these matrices is zero which
proves the orthogonality of these schemes. Considering the encoder matrix G3, four complex
symbols are taken at a time and transmitted by three transmit antennas in eight symbol

periods, hence giving the transmission rate r = 1/2.

The encoder matrices H; and H, are complex generalized orthogonal designs for

STBC and achieves the transmission rate of r = 3 /4.

i * x3 x3 ]
X = 7 7
N x3 x3
Hy =|x X —= —= 318
3 2 X % i (3.18)
x3 x3 (xm—xi+xg—xg)  (Bxg—xi+xg+xg)
V2 V2 2 2 .
N x3 x3 ]
1T 7z 72
* xi )Cg"
X, x| —= —-=
2
H, = vz vz (3.19)
x3  x3  (cxg-xitao—x3) (x—xjtao+xj)
VZ 2 2 2
x3  _x3 CGo—xi-xp—x3) (r+xit+xp—x3)
V2 V2 2 2

The orthogonality of these matrices can be proved since the columns of these matrices
fulfil the orthogonality requirements. Discussions on STBC for real signal constellations are
available in [109]. The orthogonal transmission matrices for different number of antenna

elements and input block length for both real and complex signal constellations are

summarized in Table 3.2.
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Table 3.2 Orthogonal Encoder Matrices and Transmission rates for STBC for different

number of antenna elements at the transmitter

k p
Orthogonal N, (input block (symbol Rate
Design (Gw,) length) periods) r=k/p
FOR COMPLEX SIGNAL CONSTELLATIONS
G, 2 2 2 1
Gs3 3 4 8 12
Gy 4 4 8 12
Hj 3 3 4 3/4
H, 4 3 4 3/4
FOR REAL SIGNAL CONSTELLATIONS
G, 2 2 2 1
Gy 4 4 4 1
Gg 8 8 8 1
G 3 4 4 1
Gs 5 8 8 1
Gg 6 8 8 1
G 7 8 8 1

3.6.2 Receive Diversity - Combining Techniques

Motivated by the aim to mitigate signal degradation caused by multipath propagation,
applying spatial diversity techniques focused on using multiple antennas at the receiver. It led
to considerable performance gain in terms of tolerance to co-channel interference [106],

[130]. Assuming that the paths taken by each of the copies result in statistically independent
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fading effects, it can be concluded that the signals are unlikely to be in deep fade i.e. highly
distorted. Thus an improved signal can be obtained by forming a weighted combination of the
received copies. The combining of the received copies can be performed using several
different methods in different environments based on the applications. The three most
commonly used receive diversity techniques when signalling over various statistical fading
channels are [94]

1. Selection Combining (SC)

2. Maximal Ratio Combining (MRC), and

3. Equal Gain Combining (EGC).

3.6.2.1 Selection Combining (SC)

Selection Diversity is the simplest diversity technique where gains of M pre-detection
diversity branches are adjusted to provide the same SNR ratio for each branch [104]. The
receiver branch having the highest instantaneous SNR will be fed to detector circuit.
Selection combining can be used with coherent as well as non-coherent modulations schemes
as it does not require the signal phase knowledge of each diversity branch. The conventional
selection combining techniques can be extended to generalized selection combining (GSC)

[131], based on different statistical channel models [132], [133].

3.6.2.2 Maximal Ratio Combining (MRC)

In MRC, the signal in each branch is first co-phased and once the phase distortions are
cancelled out, the signal in each branch is weighted by a weighting factor proportional to the
ratio of the carrier amplitude to the noise power for the i‘" branch [134], [135]. MRC
provides full diversity and also yields the highest SNR but due to channel estimation the
complexity is high. MRC has been actively used for calculating the capacities and error

probabilities over fading channels with different channel effects [136] — [138].
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3.6.2.3 Equal Gain Combining (EGC)

In an EGC receiver, the received signal carriers are first co-phased as in the case of
MRC and are then equally weighted by their amplitudes. In other words, the branch weights
are all set to unity. The possibility of producing an acceptable signal from a number of
unacceptable inputs is still retained [139]. EGC has performance close to that of MRC but
with lower implementation complexity [140]. The exact outage performance for EGC is
presented in [141] for mobile cellular radio systems for Rayleigh fading with limited co-

channel interference.

3.6.3 Relaying

In the last few sections, we exhaustively discussed about the undesirable multipath
induced propagation impairments. The solution was to generate multiple replicas of the
information bearing signals to be propagated over individual paths. We learned that by using
multiple numbers of transmit antennas higher diversity gains can be achieved and then the
classic diversity combining techniques can be invoked at the receiver for recovering the
original signal, thereby, improving the performance.

In the meantime, an alternative technique capable of providing multiple independently
faded replicas of the information signal was developed known as Relaying. Relays and co-
operative systems were proposed which helped in improving the performance of the wireless
systems.

Cooperative Relaying in communications has now been a centre of research in dealing
with channel fading for quite some time now [13], [142], [7]. The basic idea behind
cooperative diversity is that the receiver combines the information received from both the
transmitter and the relay [21], thus exploiting spatial diversity. Cooperative relaying schemes

can be categorized as amplify-forward (AF) [80], where the relay terminal simply amplifies
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the received signal and transmits it to the receiver; and decode-and-forward (DF) where the
relay terminal decodes and then forwards the signal to the receiver [143]. DF can be further
sub-categorized as fixed DF (FDF) and adaptive DF (ADF).

A cooperative relay based network with a large number of relay nodes transmitting
over independent non-identical Nakagami-m fading channels with AF has been discussed in
[80]. The performances of FDF and ADF schemes over Nakagami-m fading channels have
been analysed and compared in [143] where the results were obtained considering that the m
parameter of the fading channel is always an integer. In wireless communication, MIMO
technology has provided significant performance improvements. Similar to multiple antenna
systems, use of MIMO technology to relay systems has proved to be very promising and has
attracted lot of research interest in the past few years [144], [145]. Performance analysis of
OSTBCs in two-hop relay systems with multiple antennas at the source and destination, and a
single antenna at the relay has been studied in [14] over Rayleigh fading channels.

Convinced by the benefits of using AF and DF, a hybrid scheme combining AF and
FDF with soft-decision, namely, decode-amplify-forward protocol, was presented in [25] and
[146] over Rayleigh Fading Channels. This hybrid scheme cleverly combined the merits of
both AF and FDF mode. In [146], it was mentioned that during the second-hop transmission,
if the signal gets corrupted as in the ADF protocol, in the HDAF scheme the relay starts to

perform in the AF mode.

3.7 Channel Estimation and the Algorithms

Most of the work on space-time coding and modulation schemes assumed that perfect
channel state information (CSI) is available at the receiver [111], [115], [119]. However,
under fast fading channels, channel estimation becomes very challenging. In such cases, the

coherence time can be too small to estimate the channel accurately or alternately it may
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require quite a large number of pilot symbols to achieve the desired accuracy. While dealing
with space-time modulation, this problem increase as the number of transmit antenna
increases as now the receiver has to estimate the path gain from each transmit antenna to each
receive antenna. The problem can be solved by using either of the two ways
e A non-coherent or differential space-time (ST) modulation techniques [128], [129],
[147] (though it shows a performance degradation by 3dB as compared to coherent
modulation technique)
e Joint channel estimation and data detection methods that can approach the coherent
performance by using a minimum number of pilot symbols.
3.7.1 Differential ST Modulation techniques
Non-coherent or differential space-time modulation techniques do not require any
channel estimates at the receiver. Many differential modulation schemes are available in the
literature [128], [129], [148] — [152]. While [128] presented a differential detection scheme
for exploiting diversity given by two transmit antennas, [ 129] proposed a general approach to
differential modulation for multiple transmit antennas based on group codes. Another
differential modulation framework was presented in [148] for a continuously fading channel,
where a class of diagonal signals was introduced and only one antenna being active at a time.
These schemes were sensitive to interference due to the assumption of spatially and
temporally WGN in the receiver antenna array outputs. As a result, their performance
degraded significantly in the presence of even mild interference and was therefore more
likely to deteriorate or even break down completely in the presence of strong interference. A
new coding and modulation scheme referred to as Differential Space-Code Modulation
(DSCM) was introduced in [149]. This scheme exploited the merits offered by MIMO system
as well as spread spectrum technology for interference suppression. Though all the above

mentioned differential modulation schemes typically assumed constant channels of arbitrary
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length undergoing random variations between frames, [152] described a new model in which
the channel was kept constant over each space-time symbol period but varying between the
symbols according to the first order auto-regressive (AR) model. With no knowledge of
channel at either end, differential modulation schemes suffer from significant performance
loss in terms of SNR as compared to coherent transmission especially in fast fading
environment.

3.7.2 Joint channel estimation and data detection methods

Another approach for estimating the channel is to use joint estimation and detection
methods. It is well known that in a multipath scenario ISI takes place when the sampling
period gets smaller than the delay spread of the channel. At this point ISI needs to be
combated at the receiver in order to restore the transmitted information and hence increase
data rates. This is usually done using serial or block equalization where CSI is required at the
receiver for designing the equalizer. This results in ISI suppression in an efficient manner.
Several algorithms are available in the literature [120], [153] — [157] to refine the CSI
through iterations. This includes the classical hard-decision directed methods and the new
soft-decision directed variants [158] of the known techniques such as the Least Squares [159]
or the Kalman Estimators [154], [160].

An iterative receiver based on Kalman filtering was proposed in [155] for decoding
Alamouti’s STBC. It was based on the time-varying channels modelled as AR processes and
used a Kalman filtering process for channel tracking. A per-survivor processor (PSP) based
receiver for decoding STTC was proposed in [157] which used an accelerated self-tuned least
mean square (LMS) algorithm for tracking the fading channels and provided good
performance both for slowly and moderately varying channels. Another PSP based receiver
similar to [157] was proposed in [154] which combined the Viterbi algorithm with data-aided

channel estimation.
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Soft iterative equalization has come up as a powerful solution that can be adopted at
the receiver where the data protected by an error correction code is transmitted over a channel
causing ISI. These techniques were proposed to improve the CSI accuracy and to refine the
channel estimates using the soft information provided by the channel decoder. Soft-decision
feedback is preferred over hard-decision directed estimation as it allows to properly weight
reliable and unreliable symbols. In this the propagation error effects are avoided that usually
arise in the latter. Recently several soft iterative channel estimation methods have been
developed for single user [161], [162] and multi-user [163] — [166] such as code division
multiple access (CDMA) systems with either single or multiple antennas [164], [166]
transceivers over frequency-flat [167] or frequency-selective channels [158], [164], [166].

Since the estimator at the receiver has practically no access to the transmitted signal
that enters the channel due to considerably large distances between the transmitter and the
receiver, the CSI can be obtained through the use of channel estimation algorithms. These
identification algorithms can be categorized as

e Blind Algorithms, and
e Training-based Algorithms.

Blind algorithms do not rely on the knowledge of the transmitted signal rather they
depend on the demodulated and detected sequence at the receiver to reconstruct the
transmitted signal [168]. This reconstructed signal is then used as if it was the actual
transmitted signal. Decision-directed or decision feedback algorithms are amongst the
popular class of Blind algorithms. However, this method has an obvious drawback that the
decision or the bit error rate at the receiver will result in the construction of an incorrect
transmitted signal. This decision error will introduce a bias while estimating the channel thus

making it less accurate.
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In training-based method [169], [170], the receiver uses the training sequence known
and sent by the transmitter to reconstruct the transmitted waveform irrespective of the fact
that the receiver might not have direct access to the transmitted signal. The channel is
identified at the receiver by exploiting this known training sequence. In comparison to blind
techniques where the channel is continually updated, training-based techniques produces the
most accurate estimates of the channel during the training interval but the estimates become
out of control between these intervals. The channel estimates are obtained using different
criteria:

e The Least Square (LS) Criteria [161], [163], [164], [171], [172],

e The Minimum Mean Square Estimation (MMSE) Method [162], [164] — [166], [173],
e Expectation-Minimization (EM) based Algorithms [153], [174] —[178], and

e Adaptive Methods for estimating the time-varying channels like Modified MMSE

[179], [180].

In this thesis we focus on the family of training based channel identification
algorithms considering a wireless transmission scheme where a constant and known training
sequence is repeatedly inserted between blocks of data symbols. Considering quasi-static

channels, the channel stays constant during the transmission of several blocks of data.

3.7.3 Least Square (LS) Estimation Algorithm
The LS channel coefficients can be represented by
h.s = argmax,(y — xh)" (y — xh) (3.20)
Differentiating (3.20) with respect to the channel coefficients and equating to zero, the
LS channel estimate can be represented as

hs = xty (3.21)
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where x* = (x¥x)71x" denotes the pseudo-inverse of x. Substituting (3.9) in (3.21), the
following expression can be obtained for the LS channel estimate

hys = h+ (x"x)xfn (3.22)

3.7.4 Minimum Mean Square Estimation (MMSE) Algorithm
An MMSE estimator treats the channel coefficients as random variables. Also this
approach is independent of the channel coefficients; however, it depends on the moments of

the channel coefficients [121]. The MMSE channel estimator is defined as

hamse = argminy [E{(h = )" (h - R)}] (323)
Solving for (3.23), the MMSE solution can be expressed as

hmmse = Run X €p X Grumse X Yp (3.24)
where Gumse = (¢, RnnCp + 071 )_1, Ry, is the auto-covariance matrix of h and is assumed
to be known, and o7 is the noise variance. Similar to Maximum a-posteriori Probability
(MAP) algorithm, MMSE also requires prior information of the channel coefficients. Also

MMSE is similar to MAP under the assumption that the channel coefficients are Gaussian.

Hence, MMSE estimates the channel A5z for the Gaussian channel h(k).

3.7.5 Auto-Regressive (AR) Model

AR process can be used for modelling time-varying channels [181]. A joint detection
and channel estimation algorithm has been presented in [182] for Rayleigh faded channels
using Monte-Carlo simulations together with classical identification methods and the channel
has been modelled as AR process. In [183], the fading process has been modelled as AR
moving average (ARMA) but in this case the coefficients are found based on MMSE of the
estimated channel under the assumption that perfect CSI of the transmitted sequence is

known.
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In our case the channel is not fast-fading but varies only from one frame to another, it
can be very well described by a hidden Markov Model and can be modelled by a multi-
channel auto-regressive (AR) process of order P, generally defined as

h(t) = XiZo (08t — 7,(t)) (3.25)
where 7,(t)is the delay, and h;(t)is the complex amplitude of the [** multipath tap. In order
to keep the complexity of the receiver at a reasonable level, we have preferred to use only the
first order AR process to model the time-varying channel. The performance of this time-
varying nature of the fading channel can be analysed by assuming that the channel matrix
varies according to the following first-order auto-regressive model

H, = VaH,_; + V1 — a?w, (3.26)
where H,is the time-varying channel, w, is the N; X N, matrix containing independent zero-

mean Gaussian noise processes with variance %. The coefficient a is related to the doppler
spread f; according to the first order approximation of Jakes channel model as a =
Jo(2rfyTs) where f;Ts is used as the measure for fading rate. Typically its value falls in the

range of (0.01-0.1).
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3.8 Antenna Selection Techniques

Communication systems exploiting multiple antennas at the transmitter and/or the
receiver are able to provide both data rates (capacity) and performance (BER). These two
main advantages of the MIMO systems can be achieved in two different ways namely
diversity methods and spatial multiplexing. Apart from the benefits achieved from using
MIMO systems, they impose a few drawbacks as well. These include poor link reliability,
little advantage of antenna diversity, and the need of sub-optimum detection interfaces at the
receiver when large number of antennas is used. Another major problem that arises while
using MIMO systems is the increased complexity, leading to increased cost, due to the need

of multiple N,(N,) RF chains. While deploying multiple antennas at mobile stations such

high degree of hardware complexity becomes totally detrimental. Also, the ever rising desire
of owning smaller and lighter mobile sets without significant performance loss forces to
devolve more processing burden on the transmit side. Therefore, considerable efforts have
been put in exploring new MIMO systems that can significantly reduce this complexity but
continue to provide similar capacity and performance improvements.

A promising technique to achieve this goal is based on selecting antennas at the
transmitter and/or receiver. Antenna selection procedure may involve selecting a single
antenna or multiple antennas and can be at the transmitter and/or receiver [184], [185]. The
selection procedure involves selecting a subset of the transmit and/or receive antennas based
on selection criteria including maximization of the received SNR [167], [184] — [190] and the
channel capacity [180], [185], [186], [191] — [195], similar to MIMO systems. Achieving a
certain diversity order may be opted as the system design criteria. On the other hand,
processing power of the receiver can also be accounted for while determining the number of

active antennas that a system can support.
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3.8.1 Antenna Selection methods

3.8.1.1 Receive Antenna Selection

When selecting single antenna at the receiver, by keeping track of the received power
periodically, the signal of the receive antenna observing the largest instantaneous SNR can be
selected and fed to the RF chain for processing [184]. Selection combining (or Equal Gain
Combining) can be applied for receive antenna selection. Due to availability of only one RF
chain, the problem of knowing the entire branch SNR arises (which is required for optimal
selection). This problem can be solved by using preamble at the start of every transmitted
frame and known pilot symbols be sent with this preamble. The receiver can exploit this
preamble while scanning the antennas, finds the antenna with the highest channel gain and
selects it for receiving the next data burst.

For multiple antenna selection at the receiver where there are multiple RF chains
available (but always less than the number of receive antennas) subset selection criteria can

be followed where L branches with the highest SNR are chosen [185]. The signals of the

selected subset are combined. This is known as generalized selection combining or hybrid

selection/maximal ratio combining.

3.8.1.2 Transmit Antenna Selection

For transmit antenna selection, a feedback path is required from the receiver to the
transmitter. Single antenna selection at the transmitter is approximately similar to the single
receive antenna selection i.e. the antenna with highest equivalent receive SNR is selected
[186], [196].

For selecting multiple antennas at the transmitter, the most suitable L, antennas out of
N, transmit antennas are chosen assuming that there is only one receive antenna and that

there are L; RF chains and N, transmit antennas, and L, < N;. The phase and amplitude of
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the transmit signals have to be such that their superposition at the receiver provides the
maximal receive SNR. In doing so, the L, transmit antennas with highest channel gain are
chosen. This is equivalent to beamforming over selected antennas and is known as hybrid
maximal ratio transmission (MRT) [167]. Hybrid MRT requires that apart from knowing the
L, most suitable transmit antennas, the relative complex valued channel gains from each
transmit antenna to the receiver should also be known, which in return requires more

feedback as compared to selecting single transmit antenna

3.8.1.3 Joint Transmit and Receive Antenna Selection

Antenna selection can be performed at both transmit and receive end simultaneously
also. In this case selection diversity is applied at both ends. Assuming that there are N,
transmit and N, receiver antennas, the transmit and receive ends have L, and L, RF chains
[187]. Thus space-time codes are used to provide diversity at the transmitter to transmit L,
parallel data streams. Joint transmit/receive antenna selection is a quite complex task as it
requires to choose a subset of the rows and columns of H, where H is the N; X N, overall
channel matrix, such as to maximize the sum of the squared magnitudes of transmit-receive
channel gains [185]. The problem that occurs is selecting the best receivers and then best
transmitters may not necessarily result in the overall best possible choice. Thus efficient joint
transmit/receive antenna selection requires systematic solution apart from exhaustive search

for antenna selection.
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3.9 Chapter Summary

In this chapter, we provided an insight into the current state of technology in the field
of wireless communication. We conclude that there are various ways adopting which the
performance of any wireless system can be significantly improved. By combining various
modulation and coding techniques, by efficient channel estimation and by considering the
amount of diversity involved, new communication systems can be modelled. One efficient
way of dealing with diversity is the relayed transmission where a relay is used to transfer data
from the transmitter to the receiver. Most of the relay based systems are formed assuming
single transmit and receive antennas. These systems were further elaborated by using
multiple relays but this added to the system cost of employing relays and complexity of tasks
at the relays as the number of relays grows. Relay-based systems were further enhanced by
using relays in MIMO systems. Though such systems gave higher performance but fear of
failure of a single or multiple relays highly affected the performance of the system. Relay
based systems like amplify-and-forward (AF), decode-and-forward (DF), and decode-
amplify-forward (DAF) further enhanced the performance of the system but with some
limitations. In this thesis, we lay emphasis on a two-hop amplify-decode-forward relay based
system with a difference that at the transceiver (TR) node i.e. the relay, the received bits are
decoded, estimated, de-modulated, amplified, and then forwarded to the receiver. This system
model maintains low complexity as the data bits are not encoded again at the TR node. Also
the number of antennas at the TR node is kept low to one. However, the number of antennas
at the transmitter and/or receiver can be varied, thus, capable of forming a system model with
any number of antennas at either end as explained in Chapter-4. Also, the system proves to be
dynamic that even if the TR node fails to perform due to any un-avoidable circumstances, the

transmission will still take place as normal. Also the ability of the system to have variable
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number of transmit and receive antennas, Antenna Selection (AS) can be easily applied at
either end without any modifications at the TR node as explained in Chapter-5. The pilot

symbols used for AS are further exploited for channel estimation as explained in Chapter-6.
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Chapter 4 — System Modelling

In this chapter, we focus on a two-hop decode-amplify-forward (DAF) relay based
system with a difference that at the transceiver (TR) node i.e. the relay, the received bits are
decoded, estimated, de-modulated, amplified, and then forwarded to the receiver. This system
model maintains low complexity as the data bits are not encoded again at the TR node as is
done in almost all the present relay-based systems. Also the number of antennas at the TR
node is kept low to one. However, the number of antennas at the transmitter and/or receiver
can be varied, thus, capable of forming a system model with any number of antennas at either
end. Also, the system proves to be dynamic that even if the TR node fails to perform due to
any un-avoidable circumstances, the transmission will still take place as normal. The ability
of the system to have variable number of transmit and receive antennas without modifying
the functionality of the TR node makes it novel. This method provides increased diversity at
the transmitter by sending more number of signal copies and at the receiver by receiving
them over additional channel paths provided by the TR node in addition to the direct

transmission paths.
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4.1 Introduction

The performance of any wireless system can be improved if the number of
information bearing signal copies transmitted or received can be increased i.e. by increasing
the number of diverse paths. Thus, exploiting diversity is one of the many options available
that promises significant improvements in terms of efficiency and link reliability. However,
in order to increase the number of diverse paths, multiple antennas need to be installed at the
source and the destination. This leads to significant increase in performance but it also adds
the extra cost of antennas and its installation at either or both ends.

By using cooperative techniques, diversity gain can be obtained without increasing
the number of antennas at the transmitter or the receiver side. The use of relay node in
cooperative diversity helps in providing the additional information bearing paths. At the
receiver, both the relay forwarded and directly received signals are combined. Single or
multiple antennas can be used at the relay node along with single or multiple antennas at the
source and the destination. Though multiple antennas at either ends along with MIMO
relaying significantly improves the performance of the wireless systems, but for wireless
systems with limited terminal sizes, increased complexity, extra cost including added RF
elements and additional signal processing hinders the use of such heavy systems. Also, small
handheld and mobile devices are not capable of handling large number of antennas. In order
to deal with these factors, we have developed a simplified adaptive two-hop decode-amplify-
forward (also called Hybrid relay system) relay system capable of achieving better BER as
compared to the normal wireless system models with any number of antennas at either end
and a single transceiver (TR) at the relay node. Also unlike in all the existing relaying
schemes where the transmission from the relay to the receiver takes place only when the data
received at the relay is error free [10], [22], [23], [25], [146], in the DAF scheme presented

here, the TR node transmits information to the destination irrespective of the error
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occurrences; thus, there is no restriction on the relay and it forwards the data towards the
destination at all times. However, the bit errors are calculated at the node. If the number of
errors at the node is more than a threshold value of the number of errors, which the system
can withstand, such that further transmission will no longer be helpful, re-transmission of
signal takes place.

We use Nakagami distribution to model the wireless fading channel as it provides a
good fit to experimental results in exploiting a wide variety of different fading conditions.
From the family of Nakagami fading channel models, we focus on using Nakagami-m fading
channel as the path for data transmission. We describe the relay as the transceiver (TR) node
capable of transmitting and receiving the information. Unlike in [143], we have presented the
error performance where the fading parameters of the channel paths from the transmitter to
the TR node and TR node to receiver can take any value from 0.65 < m < 10. However, the
sum of these two fading parameters is always an integer. Also the results in [143] were
limited to BPSK modulation while the system model described in this chapter works for
higher orders of PSK modulation as well. To maintain the simplicity of the system, we have
considered that the TR node comprises of single antenna relay. Due to the use of single-
antenna relay, an uncoded but modulated signal transmission takes place from the TR node to
the receiver unlike MIMO relaying where the signal has to be re-encoded at the TR node for
further transmission. Further, using larger number of relays may help in performance
improvement but may also result in significant drop in the performance if the TR node fails
by significantly reducing the order of diversity. Single-antenna relay makes the system
dynamic as in case of any unlikely failure of the TR node, the communication can still take
place by bypassing the TR node. Also the load of signal processing is reduced considerable at
the relay. This is an important thing to consider and has been really focused for the system

model developed here. Later in the chapter, the performance of the system model has been
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analysed based on the relay position. Thus, simpler the relay computations, better it will be to

relocate.
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4.2 General System and Channel Model Description for a

Two-hop DAF Relayed System

The data transmission in a two-hop DAF relayed system follows three different paths;
transmitter to the TR node, TR node to receiver, and transmitter to receiver. For simplicity,
the communication taking place between these three paths will be written as (T — TR),
(TR —R), and (T — R), respectively. Assuming that perfect channel state information (CSI)
is available at the receiver and known partially at the transmitter via a feedback channel, the
system is modelled based on the following assumptions:

e The channel is quasi-static and fading is frequency-flat.

e The path gains are modelled as independent complex Gaussian random variables with
zero mean and variance 1 i.e. h;; ~N'(0,1).

e The signal is MPSK modulated, specifically BPSK and QPSK modulation but can be
easily extended to higher PSK schemes.

e The noise samples n; are independent and identically distributed (i.i.d.) zero mean

2 1 1

2E;Nyg  2SNR’

complex Gaussian with variance o

e The transmit antennas are assumed to have equal transmission power.
e The signals received between (T — TR), (TR — R), and (T — R) experience independent
fading and are normalized individually.

Considering the wireless communication system with N, transmit and N, receive
antennas communicating over independent and identically distributed (i.i.d.) Nakagami-m
fading channel, the baseline MIMO system model is as shown in Fig. 3.10. The channel
matrix H for the MIMO system can be defined as an N; X N, channel matrix whose entries

are the fading coefficients h;;,i = 1,...,N;, j = 1, ..., N, and can be expressed as
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hn,1 = hyon,

The amplitude of the channel fading coefficients follow Nakagami distribution with
fading parameter 0.65 < m < 10.

Considering another wireless communication system where the source and the
destination has N, transmit and N, receive antennas, respectively, but the source and the
destination does not communicate directly with each other but through a transceiver node.

The communication model is shown in Fig. 4.1.

noise

Xt | serial-to-
—» parallel
conversion

STBC
Encoder

STBC
Decoder

Combining

Fig. 4.1 MIMO system communicating via TR node
As can be seen from Fig. 4.1, the transmit antennas communicate with the receive
antennas via the TR node. The channel matrix H for this system model can be defined as
follows: from the source to the TR node, the communication takes place over channel H;.
Thus H; can be defined as a N; X 1 channel matrix whose entries are the fading coefficients
h;1,i =1,...,N;. From the TR node to the destination the communication takes place over
H, which can be defined as a 1 X N,. channel matrix whose entries are the fading coefficients

hij,j = 1, ..., N,.. The channel matrices H; and H, can be expressed as
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hll
h21

H, = b and (4.2)
hy, 1
Hy = [hyy hip .hyp, ], (4.3)
respectively. Each of these channel matrices consists of i.i.d. Nakagami-m channel
coefficients. It is assumed that the two matrices are also independent of each other.

Theoretical analyses of the two MIMO systems from Fig. 4.1 and Fig.4.2 shows that
though both the systems have equivalent number of transmit and receive antennas, the MIMO
system with a TR node will perform poorer as compared to the conventional MIMO system
of Fig. 3.10. The reasonable explanation is due to lesser number of channel paths carrying the
information to the receiver, the MIMO system with TR node provides less diversity. It is well
known that the performance of any wireless communication system can be improved by
adding diversity. In this chapter we try to apply this fact and provide a novel MIMO
communication system with added diversity in comparison to the conventional MIMO
system. If we try to combine the two systems explained in Fig. 3.10 and Fig. 4.1 into one
single equivalent system that acts as a two-hop DAF relayed system, it may perform better
than either of the two systems. The two-hop DAF relayed with an additional TR node is
shown in Fig. 4.2.

There is a direct transmission of information from transmitter to the receiver via a
direct path over the channel H; and the information is also sent over another path via the TR
node. The transmitters transmits the information to the TR node over H;, the TR node
receives the information, decodes, amplifies, and then forwards it to the receiving array over

the channel path H,.
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Fig. 4.2 Hybrid MIMO-TR communication system

Another interesting question that arises here is about the placement of the TR node. It
is quite obvious that channels H, and H, experience independent fading conditions. However,
if the TR node lies within such a range that the channel Hj is dependent on H; and H;, such
that

H; = H{H, (4.4)
The computational complexities may grow in an attempt to obtain H3 from H; and H,. On the
other hand, considering H;, H, and Hz to be independent of each other will ease the data
flow. Also, though the three channels are independent of each other, it is considered that the
variations in the fading conditions are not fast and are not highly deviated. H;, H, and H; are
all Nakagami-m distributed channel models.

At the receiver, all the information bearing signals, both from direct transmission and
from the TR node are received by the receiving arrays. The received signals are then sorted
such that the signals received from direct transmission are sent to the decoder whereas the
signals received after transmission from the TR node are fed directly to the combiner. The

decoder output is also sent to the combiner and the signals received from two different
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sources are then combined. The combined signals are then demodulated to retrieve the actual
information sent and the number of error accounted for.

In the following sections, we present in detail, the data flow and the signal processing
for the two-hop DAF relayed system for the various system models discussed in Section 3.5.1
based on different number of antennas at the source and the destination. We also explain the

corresponding equivalent SNRs and the error probabilities for various system models.

4.2.1 SISO System and Channel Model for two-hop DAF Relayed System
Fig. 4.3 shows the SISO communication model with one transmitter (7)) and one

receiver (R)where the information is sent over a single data channel and also via a TR node.

5—@—’ *"1!/ j N hz“@‘

W7 Receiver

TRnode .

Transmitter - AYAN

| ! 7 s N
| | Information | »! Modulator —p T x(ﬁ, """" §[r191|:::=—|2; __’ R MRC De- Information
| Source : B hy : Combiner Modulator Sink

Fig. 4.3 A SISO Communication Model with additional TR node

Considering that x is the transmitted sequence, hq, hy, h3 are the channel coefficients
for the paths between the transmitter and the TR node (T — TR), TR node and the receiver
(TR —R), and transmitter and the receiver (T — R), respectively, and ny,n,,n3 are the
additive white noises with zero mean and variance equal to N for (T — TR), (TR — R), and
(T — R), respectively, then the transmission takes place as follows:

Considering x is the MPSK modulated signal, during the first time-slot the transmitter
sends the signal directly to the receiver over the direct channel path given by h; and to the
TR node over another channel path given by h;. During the second time slot, the TR node

sends the received signal to the receiver over the channel path given by h,. No coding is
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performed here due to the use of single antenna at the transmitter. The signals are transmitted
with energy Ejusing single transmit antenna over single RF link which has Nakagami-m

distribution. Then the signal received at the TR node from the transmitter is given by
Ya-tr) = Epxhy + 1y (4.5)
Equalization is performed at the TR node by dividing the received signal y_rg) by the

apriori known hy

_Ya-tR) _ xhy+ny

Yer-rry == o o xtn (4.6)

where n = % is the additive noise scaled by the channel coefficient h;. No decoding takes
1

place at the TR node as the data sent was un-coded. Maximum Likelihood demodulation of

the signal J(y_rg) is performed as follows

(Fa-rr)),,, = Gr—rr) = MPSKpap,.) - Fr—rr) = MPSKpnap,,.)  (4.7)

{0,1} when M = 2
where MPSK,,q,.., € {0,1,2,3} when M = 4,
and so on for higher modulations

The decision is made in favor of the symbol with minimum distance to retrieve the signal

with minimum number of errors as

X = min(ﬁ@_m))eﬁ (48)
At this stage no error correction is performed at the TR node and the erroneous estimated
signal X at the TR node is transmitted to the receiver over the channel path h,. The signal

received at the receiver from the TR node is then given by

Yar-r) = v EpXhy + 1y (4.9)
The received signal yrr_g 1s equalized as per (4.6) given by

_ Y@r-r) _ fhatng _ 4

Yar-r) == =X+ (4.10)

where 7i = ’;—2 is the additive noise scaled by the channel coefficient h;.
2
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The signal received at the receiver directly from the transmitter is given by

y(T—R) =\!be}l3 +n3 (411)
which is again individually normalized as

yr-r __ Xh3+ng

j}(T—R) = P T =x+n (4.12)

where 1 = 2—3 is the additive noise scaled by the channel coefficient h;. At the receiver, the
3

received signals Jrg—g) and $(r_g) are summed. Since there is only one antenna at the
receiver the two signals are combined as
Y = sum(Yrr—r) Yr-r)) (4.13)

Maximum Likelihood demodulation of the signal Y is performed as follows

2
(Y)est = |Y - MPSKma Pset

(4.14)

The decision is again made in favor of the symbol with minimum distance to retrieve the

signal with minimum number of errors as
X = argmingpsk,,,, . ea(Yest) (4.15)

where A is the constellation alphabet.

4.2.2 MISO System and Channel Model for two-hop DAF Relayed System
In this section, MISO system transmission using the TR node is presented. Fig. 4.4
shows such a communication model with N, transmit and a single receive antenna passing

information via a direct path and a TR node.
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Fig. 4.4 A MISO Communication Model with additional TR node

Since there are multiple antennas at the transmitter, diversity is exploited by using
STBC transmission where the datasets are encoded based on the criteria of block coding both
in space and time. A generalized version of the STBC encoded MISO scheme is presented
where the transmitted data is split into n sub-streams simultaneously transmitting over N,
antennas and received over a single receive antenna. Each time the encoding operation takes
place a block of km information bits are mapped into the signal constellation to select k
modulated signals xq, x5, ..., x;. The k modulated signals are then encoded by a ST block
encoder to generate N, parallel signal sequences of length p and mapped according to the
encoder matrix Gy, which are linear combinations of the k modulated signals and their
complex conjugates xi, X3, ..., x;. These parallel sequences are then transmitted through N,
transmit antennas simultaneously in p time periods. The encoder matrix is based on the
orthogonal design rule such that Gy,. Gf. = (|x1% + |x2]* + -+ + |x,|*)I in order to achieve
full transmit diversity of N,. G,’V’; is the hermitian transpose of Gy, and I is the Ny X N,
identity matrix. The i** row of Gy, represents the symbols transmitted from it transmit
antenna consecutively in p transmission periods, and the j** column of Gy, represents the
symbols transmitted simultaneously through N, transmit antennas at time j. In other words,

the elements g;; of Gy, in the i*" row and j** column, where i = 1,2,...N, and j = 1,2, ... p,
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represents the signal transmitted from antenna i at time j. At the receiver the decoding is
performed by using a simple ML detection rule i.e. symbol-by-symbol detection. The spectral
efficiency of km/p bits/s/Hz is achieved.

Assume that the transmission at the baseband employs a signal constellation with 2™
elements. The whole data sequence is divided into a number of short symbol frames and that
the data is transmitted in the frames of length /. Each frame of data passes through the STBC
encoder and is encoded. The serially transmitted frame of encoded data is then converted into
a parallel set of information depending on the number of transmit antennas available, i.e.,
divided into N, streams of data, one data bit for each antenna. At each time slot 7, the
transmitted signal from the i-th is a signal ¢} for 1 < i < N,.

We limit our discussion to two and three transmit antennas and discuss the
transmission based on the proposed model, which obviously can be extended to any number

of transmit antennas.
4.2.2.1 System and Channel Model when N, =2and N, =1

4.2.2.1.1 Encoding Algorithm: coding and Modulation

For N, =2 and N, =1 when direct transmission between T and R takes place,
information sent from the information source is coded using a ST Block encoder to be
transmitted over the channel through two transmit antennas. Each set of m bits is mapped to
form m — ary PSK symbol. The STBC encoding algorithm is described by the encoder
matrix G; which maps a block of k = 2 bits into N; = 2 sequences each of length p = 2. G,

is given by

G} = (_x;z if) (4.16)

where x; and x; are the set of symbols at the encoder input. The first and second rows of the

encoder matrix are transmitted at times t and t + T from the two antennas.
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4.2.2.1.2 Combining
We define the channel paths Hy, H,, H3 for the (T —TR), (TR —R), and (T — R)

links, respectively, as

_ hll
Hy = hlZ] (4.17)
Hy = [ha1] (4.18)
h
H; = [hz] (4.19)

Considering a quasi-static flat fading channel such that no channel induced ISI term is
present, the MPSK modulated signal is transmitted from T to R over the channel path H3 and
to TR over the channel path H;, where H3 and H; are 2 X 1 channel matrices. The signal
received at the TR node sees a complex weighted version of the N, = 2 simultaneously
transmitted signals weighted by fade coefficients and noisy superposition of the signals

corrupted by Nakagami-m fading and is given by

E h E
Yir—rr) = J;[xl X2] [hE] +ny = J;(xﬁln + x2h12) + n1q (4.20)

during the first time slot and

E * * h E * *
y(ZT—TR) = J;[—xz x1] [hiﬂ +n; = J;(—xzhn + x1hip) + gy (421)

during the second time slot, or equivalently as

1
Y(r- h h x n
[ 3 TR{] - [hil 2 ][xl] + ] (4.22)
Y(r—TR) 12—l A2 12

where y(lT_TR) and y(zT_TR) is the received symbol, hy; and hy, is the channel, x; and x; is

the transmitted symbol, and, n,; and nq, is the noise during the first and second time slot,

hi1  hyz ]

respectively. Defining H; = [ . .
hiz —hiy
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4.2.2.1.3

The transmitted symbols can be estimated by following the LS estimation rule i.e.

Y(T-TR)

g

Y(T-TR)

*I:Hl

~ [xl
X3

Decoding and estimating

JJ(T —TR)
JJ(T TR) =
(T TR)

|+ []

l V(Hl)

Thus to calculate inv(H;), we first calculate the pseudo inverse of H; as

inV(ﬁl) = Hl =

Describing (ﬁlHﬁl) and (ﬁlHﬁl)‘l as

7, H =

(" m)™ = (

Thus, from (4.24) and (4.25)

[hll h12] 11 h12]
hi; —hiillhi, —hyy

~He~ (1o H
(Hy Hy)7'H,

_ [ [h111? + |h12|*  hithip — hIlhlz]
hi1hi; —hihiy  1hy|* + [hya]?

= (lhy1|? + |hy2 |91

)
[h11 12 +]hq2 |2

Y(r-TR) ]

Y(T TR) = (Hl Hl) IH1 |_y *

Vr-1r) = [xz

|

Whereﬁ. = (ﬁngl)_lng [

Ny

*

Ny

(T-TR)

= (3, B)H," (ﬁl[ ] * [THZD

JJ(T —TR)
JJ(T TR) = *
(T TR)

X1

|+
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As the signal is received at the receiver, the demodulator examines the received
symbol corrupted by the channel or the receiver. During the maximum likelihood detection,
the demodulator selects that point on the constellation diagram as its estimate of actually
transmitted symbol which is closest to the received symbol in terms of the minimum
Euclidean distance on the constellation diagram. At this point, if the corruption caused the
received symbol to shift closer to any other constellation point than the one transmitted, it
will incorrectly demodulate the symbol.

Assuming that the channel coefficients are constant over the p received symbols and
starting with square transmission matrix, let €, denote the permutations of the first column to
the t-th column and €,(i) denote the row position of x; in the t-th column. Then the ML

detection rule is to form the decision variables

- N . * .

CAEDWID ISR S A () (4.34)
where &, (i) is the sign of x; in the t-th column and i = 1,2, ... N; and then deciding on the

constellation symbol x; that satisfies
% = argminge, (1% — P+ (-1+ 57, 5 |hy ) 1e?) - @39)
with A  the constellation alphabet. For M-PSK  signal constellation,
(—1 + Z;V;1 Z?;‘1|hi,j|2) c|?,i = 1,2 are constant for all signal points, given h; ;. Therefore,
the decision rule in (4.35) can be further simplified to
% = argmin.c 4 (1% — c|?) (4.36)
At this stage no error correction is performed at the TR node and the erroneous estimated

signal X at the TR node is again modulated using MPSK and transmitted to the receiver over

the channel path H;. The signal received at the receiver from the TR node is then given by

y(TR—R) =4/ EbiHZ + no (43?)

The received signal yrr_g 1s equalized as per (4.6) given by
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~ Y(TR - £hyr+n ~ .
Pan-ry == =TI = R 4 (4.38)

where 7i = :—2 is the additive noise scaled by the channel coefficient h,;.
2
The signal received at the receiver directly from the transmitter follows similar combining,

demodulating and estimating process given by (4.20) — (4.33) such that the received signal in

two time slots is given by

1
)= m e ] .

where y(lT_ ) and y(zT_R) are the received symbols, x; and x, are the transmitted symbols,

and, nz; and nj, is the noise during the first and second time slot, respectively, from the

(T — R), and the estimate of the transmitted symbols is given by

~ X1
Prp =[] +7i (4.40)
o~ H o~ ~H[M o h h .
where 1 = (H3HH3)‘1H3H [le;] H; = hz; _g;l], hsz; and hs, is the (T — R) channel. At

the receiver, the received signals J(rz_g) and J;_gy are combined as

Y = sum(Yrr-r), Yr-r)) (4.41)
Maximum Likelihood demodulation of the signal Y is performed to obtain X following (4.14)

and the decision is made in favor of the symbol with minimum distance following (4.36).

X = argminypsi,,, ea(]Y = MPSKnap,,,|) (4.42)

4.2.3 SIMO System and Channel Model for two-hop DAF Relayed System

In this section we present the SIMO system transmission using the TR node as shown

in Fig. 4.5.
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Fig. 4.5 A SIMO Communication Model with additional TR node

To show the efficacy of diversity techniques in combating multipath fading, consider
a wireless system with one transmit and N, receive antennas. Also consider that the system is
uncoded MPSK system with receive diversity. This is equivalent to having N, identical and
independent Nakagami-m fading links between the transmitter and the receiver [90], [92].
With multiple antennas in the receiving array we exploit diversity by using Maximal Ratio
Combining at the receiver. Assuming that perfect channel state information (CSI) is available
at the receiver, if at any time ¢, x(t) is the transmitted signal across all links, then the
transmitted signals are received over N, independent and identically distributed Nakagami-m
fading channels corrupted by complex Gaussian noise. The received signal at receiver j is
given by

Y, () = JEpx(Oh () +nj(t), j=1.uuun. N, (4.43)

where \/E_b is the bit energy available for each diversity branch

n; (t) is the Gaussian complex noise variable with variance Np.

h; (t) is the complex channel coefficient.
The noise on each diversity branch is assumed to be uncorrelated. The received signals are

combined at the receiver using MRC to maximize the SNR and give the following expression

(0 = X% By (©) = x(O Ik | + ') (4.44)
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In terms of the weight vector w, where w = h*’| the output x at the receiver is given by
x=y/E;h hx + hfin (4.45)
2. .
where hf'h = Z;‘R |h}, | is the sum of the channel powers across all the receive antennas.

While designing a SIMO system, we prefer to place the TR node closer to the
transmitter. The reason behind this is that firstly due to single transmitter, hence no transmit
diversity, the signal is more prone to multipath and fading. Also due to larger distance to be
covered while travelling from the transmitter to the TR node, the signal will suffer further
deterioration. On the other hand, by placing the TR node closer to the transmitter, the signal
is expected to suffer less from fading due to shorter distance to be travelled. Also, the amount
of fading affecting the signal while travelling larger distance from the TR node to the receiver
will be somehow compensated at the receiver as the received signal is combined using MRC.
Thus, for the system under discussion the fading parameter m of the (T — TR) link is always
kept higher than the fading parameter of the (TR — R) link, where the fading parameter for

both the channel links is still integers.

4.2.3.1 System and Channel Model when N; =1and N, = 2
We first define the channel paths H,, H;, H3 for the (T — TR), (TR — R), and (T — R)

links, respectively, as

Hy = [hy1] (4.46)
_ [ha

H, = [hzz] (4.47)
_ [ha

=[]

For an uncoded MPSK modulated signal, the transmission from (T — TR) is similar
to explained in Section 4.2.1 for SISO systems. Thus the signal transmitted by a single

transmitter over H; and received at the TR node after demodulation, estimation, and re-
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modulation is similar to as given by (4.8). The signal X is now transmitted by the TR node
over the channel H, to the receiver. Representing hyjand h,, as the complex channels
between the TR node and transmit antennas and receive antennal and between TR node and
receive antenna2, respectively, the signals received at the receiver are given by

Yar-r)1 = h21X + 1y (4.49)

Yarr-r)2 = h2X + (4.50)
where n,; and n,, are the complex noise added at the two receivers. At the receiver, the two
signals are combined using MRC and the matched filter output is given by

Yrr-m) () = (Ih31] + |h5, D2(E) +7i(t) (4.51)
where 7i(t) = [ny1(t) ny, (£)]7 is the complex noise vector.
The signal received at the receiver directly from the transmitter is given by

Y-y = hz1x +n3 (4.52)

Yar-r)2 = hzzx +n3; (4.53)
where n3; and ns; are the complex noise added at the two receivers. At the receiver, the two
signals are combined using MRC and the matched filter output is given by

Fir—ay () = (3] + W%, Dx (D) + () (4.54)
where #(t) = [n3,(t) n3,(t)]7 is the complex noise vector. It is worthwhile to note here
that the copies of the signals received at the receiver from the TR node and T are MR
combined separately as is clear from (4.51) and (4.54). At the receiver, the received signals
Yrr—-r) and J(r_g) are summed as

Y = sum(Yrr-ry Yr-r)) (4.55)

Maximum Likelihood demodulation of the signal Y is performed as follows

2
(Vese = |[Y — MPSK,,

(4.56)

A Pset
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The decision is again made in favour of the symbol with minimum distance to retrieve the

signal with minimum number of errors as
(4.57)

X = argminypsk,,,, ea(Yest)

where A is the constellation alphabet.

4.2.4 MIMO System and Channel Model for two-hop DAF Relayed System

In this section we present the MIMO system transmission using the TR node as shown

in Fig. 4.6.
N TR nod, -
P %€ [ sTBC g
3 Decoder <
- | W
Transmitter, T / Receiver,R
7 g .
f Lo | ;
H = E = 4 i kl E
X | | Serialto- ! | )
=, STBC - . MRC | |
| copnavr:r!:tlan : | Encoder| : | | Combiner
i | l sTBC |
! N i Decoder
NJ Lol h
i_’: 3 :i

Fig. 4.6 A MIMO Communication Model with additional TR node

By using multiple antennas at the transmitter and the receiver, we exploit transmit

diversity by using STBC and receive diversity by MRC. At the receiving side, by using the
same channel every receive antennas receives the direct components intended for it as well as
the indirect components which are meant for other receive antennas. Thus by using the direct

and the cross channel components, the channel transmission matrix is given by (4.1).

The signal to be transmitted are encoded by using STBC and the signals received at

the receiver are combined using MRC as explained in sections 4.2.2 and 4.2.3 respectively.
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4.3 Equivalent SNR Description for Two-hop DAF Relayed

System
The Signal-Noise-Ratio (SNR) of the (T — R) link is given by
Ya-r = IHI (4.58)

Ne wN
where [|H||Z = X, j=1

2 . . .
h; ; || , F is the Frobenious norm of H, and i—b is the average SNR
0

of the (T — R) channel represented by y3. The TR node forwards the received signal to R
with errors. R then combines the two signals by applying MRC followed by ML
demodulation. The (T — TR) link and the (TR — R) link undergoes independent Nakagami-
m fading, thus, the received SNR y(r_rgyand y(rp—g) for each link, respectively, is gamma
distributed with parameters a and . Under this system, we consider the following unified

model for the received SNR of the (T — TR — R) link

V(r—TR) Y (TR -R) (4.59)
ayr-rr) Y (rr-r) b '

Yar) =
The parameters a and b are real and non-negative and chosen such as to reflect the

configuration of the TR node [197]. For a channel assisted transmission this configuration

can be represented as (a, b) € (0,1). Thus (4.59) can be re-written as

— Y(r=rr)-Y(TR-R) 4.60
Y Yr-tR)YY(rrR-R) ( . )

where y(r_rg) and y(rgr—g) are the equivalent instantaneous SNRs of the (T —TR) and
(TR — R) channels, respectively. Thus, the equivalent end-to-end SNR at R is given by

Yeq = YaT-R) T Y(TR) (4.61)

Y(r-TR)Y (TR -R) (4.62)

= g T+
Yeq Yr-r) Y(r-trR)tY (TR -R)

4.3.1 Equivalent SNR Description for SISO System

For N, = 1, and N, = 1, (4.58) can be written as
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Yr-r) = v3llhsll? (4.63)
Considering a perfect channel assisted SISO system with no coding performed at the
transmitter, the system works as an amplify-and-forward network [198]. Following (4.16) and
(4.63),

Y@-tR) = ]/1||h1||2 (4.64)

Y(@r-pR) = )’2”*‘12”2 (4.65)
where y(r_rg) and yrg—g) are the equivalent instantaneous SNRs, and, y; and y,are the
average SNRS of the (T — TR) and (TR — R) channels, respectively. Thus, using (4.62), the
equivalent end-to-end SNR at R for N, = N, = 1 is given by

2l |2 vz llha Il

yillhglIZ+y2 llho |12 (4.66)

Yeq = ]/3||h3||2 +

4.3.2 Equivalent SNR Description for MISO System

Following (4.60), we derive the expressions for the equivalent SNR of the (T — R) link.

4321 N,=2andN,=1
For direct transmission between the transmitter and the receiver, the received signal energy
(Em) and the received noise energy (Ng,l)for the first symbol estimate can be evaluated as

E,1 = E{(|h31| + [h321)*x1x1} = (1h31] + |h5; D% Exq (4.67)
and

No, = E{(h31ns; + h3anzz)(hainz, + hz; n3z)}
= [h31] E{nginii} + [h3|E{nsyni,}
= No([h31| + [h3; 1) (4.68)

respectively, where E{ns;ns,} = 0 and Ny = 02, = 02,.
Similarly, the received signal energy (E, ) and the received noise energy (N ; )for the

second symbol estimate can be evaluated as
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E.o = E{(Ih51] + |h5;D%xox3} = (1IR3, | + [R5, D)2E,;  (4.69)
and
Noz = E{(h3;n31 — h3ins;) (hsanz, — hsy n3;)}
= |h3, | E{nzin3;} + |h3; |E{nsyni,}
= No([h3| + [h3, 1) (4.70)

respectively. Assuming E;, = E, = E,,, the received symbol SNR can be written as

E, E, E
Yoom =yt = 22 = 2 (4| + LD = vs(hh |+ hhD  @71)

a1 Nog

where % is the average SNR per receive antenna of the (T — R) channel represented by ;.
0

The received SNR y(r_rg) and y(g—g) for (T —TR) link and the (TR — R) link can be
written as
Ya—rr) = v1(IRE1] + [hE2 1) (4.72)
Yar—p) = V2llhall? (4.73)
where y(r_rg)y and y(rg—p) are the equivalent instantaneous SNRs, and, y; and y, are the
average SNRS of the (T —TR) and (TR — R) channels, respectively. Thus, the equivalent
end-to-end SNR at R is given by

Yeq = YT-Rr) T Y(TR) (4.74)

_ Y (r—TR)-Y (TR —R)

= Rt 4.75
Yeq Yar-r) Y(r-trR)tY (TR -R) ( )
v1([hfy [+|hEz ) v2llh2 )l
vi(|rdi [+h2 ) +r2llR2 )12

Yeq = y3(|h§1| + |h§2 ) + (4.76)

4322 N,=3andN,=1
From (4.71), the received symbol SNR of the (T—R), (T —TR) and (TR —R)

transmissions can be written as

Ya-r) = ¥3(Ih31 | + |h%; | + |h3s]) (4.77)
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Yr-rr) = Y1(lhg1| + || + |hf3]) (4.178)
Yar-r) = Yallhall? (4.79)
and the equivalent end-to-end SNR at R can be written as

yi(|hf1 [ +hEz [+ |RE5])v2 1Rz 12
y1(|hfy |[+|niz [+]h T3 ) +r2 a2l

Yeq = YS(lhI%ll i+ |h§2| * lh§3|) o (4.80)

4.3.3 Equivalent SNR Description for SIMO System
Following (4.58), we derive the expressions for the equivalent SNR of the (T — R) link. In

the presence of channel h;, the instantaneous SNR at j*" receive antenna is given by

2
h;| E
Y =I—% (4.81)

With N, receive antennas, the effective SNR is given by

2Eb

No (4.82)

Yb;:: = Zj-vll h;

}

Ys, = Ny, (4.83)

4331 N;=1andN,=2
For direct transmission between the transmitter and the receiver, the received symbol SNR of
the (T — R)link can be written as

Ya-ry = ¥3(lhz1lI? + llhs2[1%) (4.84)
The received SNR y(r_rg) and yg—g) for (T —TR) link and the (TR — R) link can be
written as

Ya—rr) = Vil ]l? (4.85)

Yar-r) = Y2(lh1 I1? + [lho2 1) (4.86)
where y_rgy and yrr—g) are the equivalent instantaneous SNRs, and, y; and y, are the
average SNRS of the (T — TR) and (TR — R) channels, respectively. Thus, the equivalent

end-to-end SNR at R is given by

106



Yeq = Y(r—-r) T Y(TR) (4.87)

4 Ya=TR) V(TR -R) (4.88)

Yeg =Y (r-p) Yr-1R) Y (TR-R)

yillhia 12 y2 (Ilh2g 12 +R22 11%)

_ 2 2
Yeg = V3(llhailI® + llhs 1)+ pr e iy (4-89)
4332 N,=1andN, =3
The received symbol SNR of the (T — R)link can be written as
Ya-r) = Y3z 112 + [lhsz (12 + llhss]1?) (4.90)
and, the received symbol SNR of the (T — TR) and (TR — R) links can be written as
Ya-rr) = Vallhyl? (4.91)
Yrr-r) = Y2(llh21 12 + g2 lIZ + llh2311%) (4.92)
Hence, the equivalent end-to-end SNR at R can be written as
_ 2 2 2 yillhgg 12y2 (h21 12+ ho2 112 +R23 112)
Veq = ¥3Ullhaill™ + ks I+ llssli®) + 5 i s P hae s 1 (4.93)

and so on for higher number of receive antennas in the receiving array.

4.3.4 Equivalent SNR Description for MIMO System
The equivalent SNR for a MIMO system using TR node can be described depending on the
number of transmit and receive antennas used in the arrays. Thus, with N, transmit and N,

receive antennas, the SNR of the (T — R) link is given by

Ya-wm = 73 I I IR (4.94)
The SNR of the (T — TR) link is given by

YT-tR) =71 Z?Lflllhullz (4.95)
The SNR of the (TR — R) link is given by

Y(TR-R) = V2 Z?il”hz;' ”2 (4.96)

and the equivalent SNR can be written as
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) Ny 2 Nrlh "2
_ Ne yNe |1p] 2 + 1 25 haill? v 272 [| o 497
Yeg =13 EI:l j=1 | 31” Y1 E?[:lllhullz+Y22?£1||h2j||z 4.97)
For example, for N, = 2 and N, = 2, i = j = 2, thus y,, can be written as
lhyq 24112 112)v2 (lhoy 112 +lRo2 1I12)
— hl 2 hZ 2 h1 2 hZ 2 }’1{ 4.98
Veg = ¥a(lhar|™ + Tha: I° + Tha ™ + 1h32 1) + o s s ey (499
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4.4 Error Probabilities for Two-hop DAF Relayed System

In this section, we present the exact expressions for SEP for M-PSK modulation on
the principle of amplify-and-forward relaying using the moment generating function (MGF)
approach. We present the system model proposed in Fig. 4.2 in a simpler form as shown in
Fig. 4.7. We divide the paths shown in Fig. 4.3 in two separate systems as shown in Fig. 4.7

(a) and (b), respectively.

Fig. 4.7 (a) Individual (T — TR — R) link (b) Direct (T — R) link
We first present the PDFs for the SNRs of the two paths shown in Fig. 4.7 (a) and (b) and
then present the complete end-to-end PDF of the two-hop DAF relay system following which

we finally present the exact SEP of the overall system model. From Fig. 4.7 (b), the PDF

Py r—iy (V) of ¥ () is given by

1 m m . —mY(T-R)/_
— m-— -
Py(r-r) ) = T(m) (}_'(T—R)) Yy e Y(T=R) (4.99)

and the MGF (A(}, (T_R)})) is given by

Ay roy) (sm2(9)) Iy Pyap (e dy (4.100)
for a non-negative random variable y,y = 0 [199]. From Fig. 4.7 (a), we calculate the PDF
for the (T — TR — R) link. When the independently Nakagami-m faded (T — TR) and (TR —

R) channels experience different fading, the PDF p, R) (y) can be expressed as [200], (29)]

_(r_r’
p}'(TR)(y) - f[) (T’-}’)Z .p}'(T—TR) ((T’ },)) pY(TR —R) (T)dr (4‘101)
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By analyzing (4.101), we can see that it involves the pdf terms of y(r_rg) and y(rg—_g), thus,

following (4.99) the pdfs py . .., ((?:Y_}')) and py, ., _, (r) can be written as

my my—1
vy _1 mi AN —mi Ty
Pra-rr) (?‘—Y) F'(mi) (}_’(T—TR)) (r—)f) exp (?(T_TR) ' (r—y))’ and  (4.102)

(r) = — (L)mz (r)"z=lex ( s r) (4.103)
Prar-m'") = Tanp) V(rr-R) p Var-g) /)’ ’
respectively. Substituting (4.102) and (4.103) in (4.101) and solving, p),(m)(y) can be

expressed as

ymi-t mi \"'( my \™? [ ] my—1
= = — X ex reT X
pY(TR)(Y) [(m1)T(m3) (}’(T—TR)) (}’(TR—R)) p (}’(T TR)  Y(TR— R)) I

mq+m 2
(1+5)7 " exp [— (_m”’ + 2t )] dr (4.104)
r Y(TR -R)

Yr-te)"

Following (4.100) and substituting (4.104), the MGF of y(rg) can be calculated as

A any) (W) f Py ey (V)X p(;f;({:))) dy ey (4.105)
If (A(y (m))) and (A(}, (T_R))) is the MGF of y(rg) and y(r_g), respectively, then the
combined (MGF,(A},W)) of y,q can be calculated as
A},eq (x) = A(Y(TR))(x)A(},(T_R))(x) (4.106)
where y,, is the end-to-end SNR. By substituting (4.100) and (4.105) in (4.106),
MGF,(A},W)) of y., can be calculated. The average error probability in fading for
modulations is given by [90]
==[ B p, Ny (4.107)
Here, we need to calculate the end-to-end SEP, thus

P =2[" P (py, (Ndy

_ o AT _
Po=217 J, 2 exp [ZL] dop,, (V)dy
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] Preq (y)d)'] dé

_ %f;fz [fgm exp [ —gy

sinZ @

5 _2("/2 -g
k=3 fﬂ Ay (sin2 9) do (4.108)
where A]"eq (s) is the MGF associated with pdf Pye, (y) and g = SmZ(?T/M)_ By

substituting (4.106) in (4.108), the SEP can be calculated as
(m2—k)

p _ lf(M—l)TT/M 2 ( my )ml ( ma )mZ « Elu (H) % (ml?(TR—R)) 2
S n’o F(mrm2) \¥er-rr) Y(TrR-R) le=0%k m2¥(r-TR)

VRE2B)Y T(u+v)T(k—v) 1 a—p (( msin2(8) )m)
X = F +v; + TR X — - de (4.109
e el v s G () )0 @109

Thus, the SEP of the two-hop DAF under consideration here for N, = N, = 1 is given by

(4.109). For BPSK modulation (i.e.M =2) g, =sin?("/p) =1 [201], a=

1 . .
(_ L > ), thus, the average probability of error can be achieved as
Ya-rry Y@r-p) sin®(@)

(ma—k)

}5 _ lfﬂ.’/z 2 ( mq )ml( my )m (,U.) (mIY(TR R)) 2
$ w0 Tmrm) \Ver—rr) Yrr-p) =0 MY (7 -TR)

VE2B)Y T+ (u—v) _ l.a -B msin2(8)  \"

The integration in (4.110) can be solved for different values of m.

For QPSK modulation (i.e.M =4), gy = sin?(T/y,) =sin?("/,)=1/2, a=

( miq + msy

+— ),thus, the average probability of error can be achieved as
Ya-tr)y  Yar-g)y  2sin?(0) gep y

(ma—Fk)

m m — _—

po=ifh__2 ( my ) 1( m2 ) xS (“)x(—ml"(”‘“) ’
S w0 F(m)rm2) \¥(r-rr) Y(TR—R) k=0%k mz¥(r-rr)

VIT(2B)Y T(u+v)T(u—v) 1 a—p ( msin?(6) )m
' > X
X (#%).uw r(;;+%) 2F (M +v;v + U + +3) Dy +msin?(®) dg (4.111)

The detailed derivation for the Symbol error probability for the system defined here is given
in Appendix C. The SEPs for the various system models with different number of N, and

N,. for the two-hop DAF relay system are also presented in Appendix C for convenience.
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4.5 Performance Evaluation

In this section we present the simulation results for the models discussed in the

previous sections.

4.5.1 Experimental Setup

We summarize the parametric values used for simulation in Table 4.1. Monte Carlo method
has been used for simulating. We have limited our results to M = 2, and 4 and the extension
to higher modulation orders of M > 4 is straight forward.

Table 4.1 Set of Simulation Parameters used

Parameters Types/Values
Channel Type Quasi-Static
Channel Statistics Nakagami-m
Fading Parameter range 0.65<m<10
Number of frames 10*

Frame Length 100
Modulation Type MPSK

(for M = 2 and 4)

Mathematical Software used MATLAB

Before presenting the BERs for the two-hop DAF relay system developed, we have provide
the some simulations results in Appendix D for some of the baseline wireless system models
used for communication. It is known to the researchers that Nakagami-m distribution is
widely used for modelling the fading channels due to its capabilities in exploiting a wide
range of fading conditions based on its fading parameter. So our purpose of presenting these

results here was to recall the effects of fading parameter ‘m’ on the performance of the
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wireless communication system. These results also helped us in validating our basic
MATLAB code developed for various models in different fading conditions. We will be
comparing the BERs for the system model developed here to the BERs for the baseline
approaches shown in Appendix D.

The simulation results presented in Fig. D.1 — Fig. D.4 shows the effect of fading
parameter m and it can be concluded that irrespective of the type of wireless communication
system under consideration and the modulation scheme used, a low fading parameter results
in poorer performance. In the next few figures, the bit error rates of each of the proposed
wireless communication system are presented and their performances are analysed based on

the fading parameter.

4.5.2 Results for Two-hop DAF Relay System for SISO System Models

Starting with a SISO system, Fig. 4.8 shows the BER of the proposed SISO system
and compares it with the baseline approach. Fig. 4.8 (i) and (ii) shows the BER when the
simulations were carried out for BPSK and QPSK modulated sequences, respectively. It was
shown in [21] that the SER degrades with the increase in the number of relays at low values
of SNR. Thus, we have assumed that the TR node consists of a single relay capable of
receiving and forwarding the information. Following the SISO transmission model described
in Fig. 4.3, we see that with the added diversity at the receiver side from the TR node, the
performance of the system improves by approximately 1dB as compared to the conventional
SISO transmission model as can be seen from Fig. 4.8 for both BPSK and QPSK modulation.
The fading parameter was kept at one for all the available channel paths of both the SISO

models to obtain the results mentioned in Fig. 4.8.
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Fig.4.8 BER of the proposed SISO System with m=1 for BPSK and QPSK modulated

Nakagami-m faded channel model and its comparison with the baseline model

Fig. 4.9 shows the performance of the proposed SISO system with different values of
fading parameter.

BER of BPSK modulated 1x1 system BER of BFSK modulated 1x1 system
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Fig.4.9 Performance Analysis of the proposed SISO System with different fading parameters

According to the path loss models, the performance of the system is improved as the
distance between the transmitter and the receiver is decreased. In [199], the impact of
variations in Nakagami-m fading parameter with distance has been investigated over

Frequency Selective Nakagami fading channel and it was observed that the operations at
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shorter distances gave better error rate performance. Also, the simulation results in Fig. D.1 —
D.4 show an improved performance at higher values of fading parameter. Hence, we assume
that a higher fading parametric value means a shorter distance between the transmitter and the
receiver. Based on this assumption, the performance of the system is analysed with varying
fading parameter. The fading parameters for different channel links are referred as follows:

Fading parameter for the direct (T — R) link is mq

Fading parameter for (T — TR) link is m4, and

Fading parameter for (TR — R) link is m,.

Also, m; and m; can take any value from 0.65 < m < 10, but my + m; is always an
integer and also (m; + my) > 1, as my and m, are always greater than 0.65. Fig 4.9 (i)
shows the performance of the system when my = 1, and (my; + my) = 2. With different
values of fading parameter, it can be seen that the proposed SISO system gives the best
performance when the fading conditions of both (T — TR) and (TR — R) link is Rayleigh i.e.
my; = my = 1. For the cases when the amount of fading on the two channel links is not same,
the system gives better performance when m; > m,. This can be explained based on the
assumption that higher fading parameter means less distance between the two links, thus,
with m; = 1.3,and m; = 0.7, means that the distance between (T — TR) link is shorter than
the (TR — R) link. According to Fig. 4.3, the signals received directly from the transmitter
and that from the TR node are combined at the receiver, thus when the TR node is placed at a
farther distance from the transmitter, the fading effects of the (T — TR) are stronger than the
case when the TR node is placed closer to the transmitter. At the receiver, even if the TR
node is placed farther from the receiver, the fading effects are reduced as the incoming
signals from both the paths are combined. As can be seen from Fig. 4.9 (i), m; = 0.7 means
higher fading effects and lower performance, and even though m; = 0.7, the system still
shows a better performance as the fading effects are compensated by the signal combining at
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the receiver. Fig. 4.9 (ii) shows the BER when the fading conditions of both (T — TR) and
(TR — R) link is less severe than Rayleigh i.e. m; = m, = 2, and comparing it with the BER
when m; # m;. In all the case m; + m,; = 4. The simulation results show that the system
gives the best performance when m; = m,. When comparing the BER when m; # m,, it can
be seen that a better performance is achieved when the fading conditions on the (T — TR)
link are less severe. For example, when m; = 0.7, the performance of the system degrades as
compared to when m; = 1. It can also be noted that the performance of the system somehow
depends on the fading conditions of the (TR — R) link. With m; = 0.7, the performance

degrades as compared to when m, = 1,2, 3.

4.5.3 Results for Two-hop DAF Relay System for SIMO System Models

Fig. 4.10 shows the BER of the proposed SIMO systems and compares its
performance with the baseline approach for BPSK and QPSK modulated sequences. With
mgy = my = m, = 1, the simulations were done for 1, 2, 3, and 4 receive antennas.

BER for proposed SIMO System with BPSK modulation BER for proposed SIMO System with QPSK modulation
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Fig.4.10 BER of the proposed SIMO System with m=1 for BPSK and QOPSK modulated
Nakagami-m faded channel model and its comparison with the baseline model
As can be seen from the figure, at lower SNRs the proposed system shows a

performance improvement of approximately 2dB but at higher SNR values, the performance
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slightly degrades but still shows an improvement of approximately 1dB when compared with
the baseline SIMO system models, for both BPSK and QPSK modulation.

In Fig. 4.11 we analyze the performance of the proposed SIMO system in different
fading environments with two and three receive antennas. We perform the simulations under

different fading conditions.
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Fig.4.11 Effect of fading parameter on the performance of the proposed SIMO System

By varying m; and m; such that m; + m, = 2 in Fig.4.11 (i), it can be seen that the
performance of the system is improved when m; > m,. As mentioned earlier, one of the

many reasons for better performance is shorter distance between the transmitter and the
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receiver, thus when the TR node is placed closer to the transmitter (higher my), the fading
conditions on the (T — TR) link improves. At the receiver, though the distance between
(TR —R) gets larger (lower my), MRC combining compensates for the poor fading
conditions of the (TR — R) link. Fig. 4.11 (ii) and (ii1), shows the BER for 2 and 3 receive
antennas and shows similar pattern of results with m; and m, taking different values such
that m; + m, = 4. It can be seen that the performance of the system is better when m; >

msy.

4.5.4 Results for Two-hop DAF Relay System for MISO System Models
Fig. 4.12 shows the BER for the proposed MISO system as shown in Fig. 4.4. The

simulations were done for 1, 2, 3 transmit antennas.
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Fig.4.12 BER of the proposed MISO System with m=1 for BPSK and QPSK modulated

Nakagami-m faded channel model and its comparison with the baseline model

The BERs were calculated for both BPSK and QPSK modulated data sequences as
shown in Fig. 4.12 (i) and (i1), respectively. It can be seen that with added diversity, the
performance of the system is increased by approximately 1.5dB as compared to the

conventional MISO wireless system [182] for both BPSK and QPSK modulated systems.
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Fig. 4.13 compares the BER of 2 X 1 system for different fading conditions. Fig. 4.13
(1) plots the BER for varying my and m, with m; + m, = 2. It shows that in this case, the
BER improves when m; < m, which is in contrast with the SIMO model where the
performance improves when m; > mj;. It can be explained as follows: with multiple transmit
antennas transmitting towards the TR node; the signals are MRC combined so even if the TR
node is placed at a larger distance from the transmitter than from the receiver, the higher
fading effects are tolerated due to the MRC taking place at the TR node. At the receiver, if
the distance between (TR — R) is larger than (T — TR), the fading effects of the (TR — R)
are not efficiently compensated by the receiver. Thus, the proposed system shows degraded
performance when m; > m, and the performance improves when m; < m,. However, the

best performance is achieved when m; = m,.

BER of BPSK modulated 2x1 system BER of BFSK modulated 2x1 system

10 — 10 E
m1=m2=1 m1 =07, m2=33
mogrme e mi=3.3m2=07 |

o' m=lame=2 o'k m=1m2=3 ||
— — mi=3m2=1 E
— S mi=2m2=2 [
10° 107 i N
o = e
@ — m e -
103% ‘”'3%
10 N - N
10° 10’
5 0 5 10 0 5 10
SNR [dB] SNR [dB]
(i) (ii)

Fig.4.13 Effect of fading parameter on the performance of the proposed 2x1 System
Fig. 4.13 (ii) shows the BER for BPSK modulated system for varying m; and m,
with m; + m; = 4. From the simulation plots we analyzed that the best performance is
achieved when both (T — TR) and (TR — R) links experience similar fading conditions. For
the case when m; # m,, a better performance is achieved when m; < m,. One interesting

thing to note is that if either of m; or m, values is below one, i.e. if the fading conditions on
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any of the channel link fall below Rayleigh fading, the performance degrades as compared to
when either of my or m, values is one or more than one, i.e. when the fading conditions on
any of the channel link is Rayleigh or less severe than Rayleigh fading.

Fig. 4.14 shows the BER variations for a BPSK modulated 3 X 1 and 4 X 1 system

for different fading conditions and it was analyzed that the BER improves when m; < m,.
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Fig.4.14 Effect of fading parameter on the performance of the proposed 3x1 System

No deviations from the results were seen even when m; = m,, asin 3 X 1and 4 X
1 system. This can be because of larger number for transmit antennas as compared to a
single receive antenna. The MRC combining with larger number of transmit antennas
compensated for the higher fading effects when m; < m, thus giving better performance

compared to m; = m; as in 2 X 1 which gives the best performance when m; = ms,.

4.5.5 Results for Two-hop DAF Relay System for MIMO System Models

Fig. 4.15 shows the BERs for the proposed MIMO system and compares its
performance with the conventional MIMO system model for both BPSK and QPSK

modulation. The simulations were done for 2 X 2,2 %X 3,3 X 2,and 3 X 3 transmission
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systems and it was seen that the added diversity improved the performance of the proposed

system by approximately 1dB.

BER for proposed MIMO System with BPFSK modulation BER for proposed MIMO System with QPSK modulation
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Fig.4.15 BER of the proposed MISO System with m=1 for BPSK and QPSK modulated

Nakagami-m faded channel model and its comparison with the baseline model

Fig. 4.16 (i) and (ii) plots the variations in terms of BER with varying fading
conditions on the (T —TR) and (TR — R) links for a 2 X 2 and 3 X 3 system model, i.e.
N, = N, respectively. It was analyzed that when N, = N, and also N, and N, is not very
high, for e.g. 2 X 2 system model, the BER improves as m, is increased, i.e. with mqy > m,,
the performance is better and it improves with increasing value of my. In other words, the
system performs better when the TR node is placed closer to the transmitter.

For higher N, and N,., for e.g. 3 X 3 system model, best performance is achieved
when my; = m, and when m; # m,, better performance is still achieved when m; > m,.
Thus a 3 X 3 model combined the effects of a MISO system model with higher number of
transmit antennas and that of a MIMO system model with multiple transmit and receive
antennas. Fig. 4.16 (iii) plots the BER when N; # N, and we analyzed that the best

performance is achieved when m; = m, and in case m; # m,;, my < m, gives better
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performance,. For e.g. with N, greater than N, by one, 3 X 2 and 2 X 1 system model gives

similar performance variations.
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Fig.4.16 Effect of fading parameter on the performance of the proposed MIMO System
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4.6 Summary and Conclusion

In this chapter we have presented the BER analysis of SISO, MISO, SIMO, and
MIMO wireless system models. We have studied the importance of exploiting diversity and
concluded that by increasing the number of diverse paths the performance of the overall
system can be improved. For doing so we have used an additional TR node placed in between
the transmitter and the receiver and the system behaves as a two-hop decode-amplify-forward
(DAF) relay system. The channel paths between (T —TR),(TR —R) and (T —R) are
independent of each other but they do not vary significantly in terms of their amplitudes and
phases. The DAF relay system under study is dynamic as if the TR node fails to work due to
any reason or if the system designing is cost effective, the TR node can be bypassed and the
proposed system model can be used like an conventional wireless system model. Also by
placing the TR node at varying distances from the transmitter and the receiver, the followings
conclusions were derived for various system models:

e For SISO systems, the proposed model gave the best performance when both (T —
TR) and (TR — R) links experienced similar fading conditions, i.e. when m; = m,.
However due to topological limitations when m; = m, may not be possible, the a
better performance is achieved when m; > m;, i.e. when the TR node is placed closer
to the transmitter.

e For SIMO system models, the proposed SIMO system model performed better than
the conventional SIMO model by approximately 2dB. Also the proposed SIMO model
gives the best performance as long as m; > m, and the performance sequence is not
affected even when m; = m,. We have tested this by using 2 and 3 receive antennas

and both models give similar results.
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e For MISO system models, the proposed system model gave a better performance than
the conventional MISO systems by approximately 1.5dB. With varying fading
conditions on the (T —TR) and (TR —R) links, the system gives the best
performance when m; = m; as long as the number of transmit antennas is low, for
e.g. N, = 2 Fig.4.18. When the number of transmit antennas become larger, for e.g.
N; > 2, the performance improves with decreasing value of ‘'m1’, Fig. 4.19.

e For MIMO system models, the proposed MIMO model with TR node showed the
performance improvement of approximately 1dB. When N, = N,, a better
performance is achieved when m; > m, as long as N, and N, is low. As my is
decreased over m,, the performance starts to fall, for e.g. 2 X 2. When N, and N, is
large but still equal, for e.g. 3 X 3 system, the variations in performance changes and
the best performance is achieved when m; = m, and following the trend of 2 x 2
model when m; # m, giving better results when m; > m,. When N; > N,., the best
performance is achieved when m; = m; and the performance starts to decrease with
increasing my, fore.g. 2 X 1,3 X 2 system models give similar results as N, > N,..
Thus, we conclude from the simulations performed that the proposed model definitely

performs better than the conventional system models. However, the proposed system shows
sensitivity towards the number of transmit and receive antennas used and also the fading
conditions of (or the distance between) the (T — TR) and (TR — R) channels links. Careful
selection of the number of transmit and receive antennas depending on the fading conditions
will definitely result in improved performance. Also, the performance of the system is

affected by the distance of the TR node from the transmitter and the receiver.
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Chapter 5 — Antenna Selection

In this chapter, we describe the system model for a two-hop DAF relayed system for
two cases; firstly when antennas selection is performed only at the transmitter, secondly when
antenna selection is performed jointly at the transmitter and the receiver. We compare the
performance of the two systems in terms of BER over Nakagami-m fading channel. We also
analyze the performance of the two systems based on different fading conditions on different

channel paths.
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5.1 Introduction

Communication systems exploiting multiple antennas at the transmitter and/or the
receiver are able to provide both data rates (capacity) and performance (BER). These two
main advantages of the MIMO systems can be achieved in two different ways namely
diversity methods and spatial multiplexing. Employing diversity methods improves the
robustness of the communication systems by exploiting multiple paths between transmit and
receive antennas and the performance achieved is in terms of BER. Also when using multiple
antennas in a rich scattering environment, it is possible for the receiver to sort out the
simultaneously transmitted multiple signals from multiple antennas. Thus by sending parallel
independent data streams it is possible to achieve overall system capacities. In other words by
resolving these parallel spatial paths very high data rates can be achieved, hence, the name
spatial multiplexing.

Apart from the benefits achieved from using MIMO systems, they impose a few
drawbacks as well. These include poor link reliability, little advantage of antenna diversity,
and the need of sub-optimum detection interfaces at the receiver when large number of
antennas is used. Another major problem that arises while using MIMO systems is the

increased complexity, leading to increased cost, due to the need of multiple N,(N,) RF

chains. While deploying multiple antennas at mobile stations such high degree of hardware
complexity becomes totally detrimental. Also, the ever rising desire of owning smaller and
lighter mobile sets without significant performance loss forces to devolve more processing
burden on the transmit side. Therefore, considerable efforts have been put in exploring new
MIMO systems that can significantly reduce this complexity but continue to provide similar

capacity and performance improvements.
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A promising technique to achieve this goal is based on selecting antennas at the
transmitter and/or receiver. Antenna selection procedure may involve selecting a single
antenna or multiple antennas and can be at the transmitter and/or receiver. Achieving a
certain diversity order may be opted as the system design criteria. On the other hand,
processing power of the receiver can also be accounted for while determining the number of
active antennas that a system can support. Similar to MIMO systems, the advantages of
antenna selection at either (or both) ends can be achieved in two different ways namely
diversity methods and spatial multiplexing. In this thesis, antenna selection is based on the
best available channel state information at the receiver. Since the antenna selection can be
performed at the transmitter or receiver or both, we discuss here the process of transmit
antenna selection (TAS) for the two-hop DAF system model described in Chapter-4,
followed by the joint transmit-receive antenna selection (J-TR-AS) where the system is

capable of selecting the required number of antennas at both ends.
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5.2 Transmit Antenna Selection

Though the maturely used diversity techniques like MRC, STBC and STTC can
achieve a full diversity order, but their implementation in practical systems with higher
number of antennas at either end gives rise to certain problems. For example, the diversity
order in case of MRC is directly determined by the number of receive antennas alone, thus
making it unsuitable, A full code rate cannot be achieved for STBC with N; > 2 due to
complex constellations, and STTCs with N, > 2 means a large memory order in order to
achieve a full diversity order. Also, in some applications the number of antennas is limited to
one or two, for example in hand-held devices, and still a high order of diversity is expected
due to higher requirements of Quality-of-Service (QoS). TAS is a promising solution which
is capable of achieving a high diversity order with a full code rate. For TAS, a feedback path
is required from the receiver to the transmitter. In this thesis we use STBC and MRC for
providing diversity and perform the task of TAS based on the feedback path from the TR
node to the transmitter. Denoting the antennas selection process as (N, L;; N,) where N, is
the total number of transmit antennas, L, is the number of transmit antennas selected and N,
is the total number of receive antennas, we perform TAS based on the following system
models:

e (N, 1;1) i.e. single TAS with single N, forming an equivalent SISO system.
e (N L;; 1) ie. multiple TAS with single N, forming an equivalent MISO system.
e (N, 1;N,) ie.single TAS with multiple N, forming an equivalent SIMO system.

e (N, L N,) ie multiple TAS with multiple N, forming an equivalent MIMO system.

5.2.1 Proposed TAS System and Channel Model
Assuming that the channel statistics are not varying too fast, and that the TR node is

placed in between and in line with the transmitter and the receiver, the channel power gains
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are calculated and the transmit antennas corresponding to the maximum channel power gain
is selected for transmission. The most suitable L, antennas out of N, transmit antennas are
chosen assuming that there are L, RF chains and N, transmit antennas, and L, < N,. The
phase and amplitude of the transmit signals have to be such that their superposition at the
receiver provides the maximum received SNR. In doing so, the L, transmit antennas with
highest channel gain are chosen. On similar basis, TAS is performed for the two-hop DAF
system where an additional TR node is also used for transmission except that now the
feedback from the TR node to the transmitter is taken into account for TAS. We call this
system as TAS-TR. The selection criteria is based on the maximum channel power gains
associated with each channel path formed between every transmit antenna and TR node. Also
pilot symbols are used to provide feedback from the TR node to the transmitter. We explain
this in detail in the following sections.

Pilot symbols are used to aid the TAS process. Known pilot symbols of fixed length
are transmitted through all the available transmit antennas to the TR node only and not to the
available receive antennas. At the TR node, the power associated with each channel path is
calculated and the channel paths with maximum power are sorted. Depending on the number
of transmit antennas to be selected, the knowledge of the channel paths with maximum power
are sent back to the transmitter via a feedback path. The data transmissions now takes place
over those transmit antennas only which showed the maximum channel powers. During the
whole TAS process, we account for the channel powers when the pilot symbols are sent from
the transmitter to the TR node only and not knowing the channel powers from the TR node to
the receiver as there is no pilot symbol transmission from the TR node to the receiver, and

also no pilot symbol transmission from the transmitter directly to the receiver.
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Considering the system model shown in Fig. 4.3, N, transmit antennas sends the pilot
symbols to the TR node over the Nakagami-m fading channel h;. Then the received pilot
sequence at the TR node can be expressed as

Vp = \/E_bxphl +n, (5.1)
where x,, is the pilot symbol sequence, h; is the channel coefficients between the transmitter
and the TR node (T — TR), and n, is the additive white noises with zero mean and variance
equal to Ny associated with x,,. Here, hy is the N; X 1 channel matrix whose entries are the
fading coefficients h;,,i = 1, ..., N;. Each transmit antenna is indexed from 1,2,...,t for
simplicity such that the representation is now

Ni->1,N, > 2,..,N, =t (5.2)
At the TR node, the channel power gains are calculated. Let P; represent the channel power
gain associated with transmit antenna i, then it can be calculated as

P, =|ml? 1<i<N, (5.3)
The channel power gains P; from N, transmit antennas are then re-arranged in descending
order of magnitude and expressed as

Py > P, > > Py (54)
Also the corresponding indexes from 1 to t are rearranged in order with the corresponding
channel power gains. For example, if the channel power gain P; is for the channel path
hz1, (i = 3), i.e. from the third transmit antenna to the TR node, then the corresponding index
term is 3. The channel information and the index term information is fed back to the
transmitter. Since these index numbers refer to the sequence number of transmit antennas, the
transmit antennas selection takes place and the data transmission takes place over the

corresponding channel coefficient. The whole TAS process is summarized in Table 5.1
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Table 5.1 Summary of the TAS process

Transmt | Transmit Channel Channel P; Corresponding | Selected | Corresponding
Antennas | Antennas | coefficients, Power rearranged | Index terms | Transmut channel
Indexes, hy Gains, P; n Antennas | coefficients
N, t descending Ly
order
Ny 1 hy |hy|? |hy|? 4 N, hy
N, 2 hy hal* | |y, | t N, hy,
2
: [ )
Nf. h‘l |h~1| |h1|2 1 JNl hl
N t h 2 i N, |
‘ Ne | hw, | R ]? ! h;

Thus, if a single antennas needs to be selected the transmit antenna with the maximum
channel power gain is selected, if more than one transmit antenna (say L; = 3) needs to be
selected the first three channel power gains from the rearranged P; sequence is selected and
based on the transmit antenna indexes, the corresponding transmit antennas are selected for
transmission. The simplicity of the whole process can be compared to the conventional TAS
process as in the latter the channel power gains are dependent on the number of receive
antennas as

higl”

- N
PE=3",

1<i<N, (5.5)
where c¢ in the superscript refers to the conventional TAS model. The channel power gains of
all the channel paths from each transmitter to each receiver are calculated to form the subsets
since the selection procedure involves selecting a subset of the transmit and/or receive

antennas that maximizes the received SNR. In other words, a total of N; X N, channel power

gains needs to be calculated in order to form a total of N, subsets, each subset of dimension
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1 X N,, to select L; transmit antennas. Keeping track of all the channel information and
subset formation makes the whole conventional TAS system a complicated process. By using
an additional TR node, only N; X 1 channel power gains needs to be calculated to form N,
subsets and each subset is of dimension 1 X 1 to select L, transmit antennas, thus, making
TAS much simpler. Also, the TAS-TR scheme is not dependent on the number of receive
antennas, thus, varying the number of receive antennas does not affect the complexity of the
system unlike the conventional TAS scheme which is dependent on the number of available
receive antennas. For simplicity we will call the conventional TAS system as TAS. This is

discussed in detail in the next sections.

5.2.1.1  TAS with single Receive Antennai.e. (N, L;;1).

We discuss both the TAS and the TAS-TR scheme here when there are N, transmit
antennas and a single receive antenna. Considering the MIMO system explained in Fig 4.1,
Fig. 5.1 shows the conventional TAS scheme where the feedback information for the

antennas selection is received from the receiver.

]/ X f!;

| _R® y(r) A
x - Receiver ——

Ty r’U

CSI feedback from receiver to transmitter for TAS

Fig. 5.1 TAS scheme with single receive antenna and feedback from the receiver

A sequence of known pilot symbols is sent by the transmitter and at the receiver the
channel power gains are calculated using (5.5). Thus, with N; transmit antennas and a single
receive antennas, the channel matrix H can be expressed as
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H=|", (5.6)

and the channel power gains can be expressed as

|h11|
|h2 il (5.7)
|hNt1|

These channel power gains are then arranged in their descending order using (5.4) and the
transmit antenna corresponding to the maximum channel power is selected for transmission
when selecting single transmit antenna. For selecting multiple transmit antennas, the first L,
transmit antennas corresponding to the first L, number of channel power gains are selected
for transmission. Fig. 5.2 shows the TAS-TR system model when the feedback to the receiver
is provided by the TR node and not by the receiver. In this case the pilot symbols are sent
only to the TR node and not to the receiver and the channel power gains are calculated at the

TR node.

CSl feedback from TR
node to transmitter for TAS I

Y T T T,

. 2
TR node |

H

Tx / . \\\‘\
Receiver ——
/,f

Fig. 5.2 Proposed TAS scheme with single receive antenna and feedback from the TR node
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Thus, considering that the pilot symbols sent to the TR node are transmitted over channel

Hyexpressed as

hy

1
h
H =|" 12 (5.8)
hy N,
The channel power gains are calculated using (5.3) as
= 2 -
lh11l
2
P, = |h1.2| (5.9)
"
-|h1Nt| -

5.2.1.2  TAS with multiple Receive Antennasi.e. (N, L,; N,.).
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CS| feedback from receiver to transmitter for TAS |

Fig. 5.3 TAS scheme with multiple Receive antennas and feedback from the receiver

When there are multiple receive antennas, the process of TAS becomes complex as
can be seen from (5.5). With N, transmit and N, receive antennas, the pilot symbols are

transmitted over channel H given by

hip - hy,

H = (5.10)

hNhl o hNhNT‘

Thus, the channel power gains according to (5.5) can be calculated as
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s |” + o]’ + 4 [how |

Pt = |hoa|” + hoa|” + o+ o, |

(5.11)

|hwt,1|2 + |hNt,2|2 + oot |y, ’

It can be seen from (5.11) that the channel power gains from each transmit antenna to every
receive antennas needs to be calculated to form the subsets for TAS. This process adds to the

complexity of the whole system. Fig. 5.4 shows the TAS-TR MIMO system model.

Csl feedback from TR
node to transmitter for TAS

CHANNEL !

Fig. 5.4Proposed TAS scheme with multiple Receive antennas and feedback from the TR node

The pilot symbols are sent to the TR node over channel path H; as given by (5.8) and
the channel power gains are calculated using (5.9). Thus, by comparing (5.9) and (5.11), it
can be seen that the complexity of the TAS process decreases when using an additional TR

node. To further reduce the complexity uncoded but modulated pilot symbols are used.
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5.3 Joint Transmit and Receive Antenna Selection

Antenna selection can be performed at both transmit and receive end simultaneously
also. Most of the research on antenna selection processes has been carried out with selecting
antennas at either end [204], [205]. Joint transmit/receive antenna selection is a quite
complex task as it requires to choose a subset of the rows and columns of H, where H is the
N; X N, overall channel matrix, such as to maximize the sum of the squared magnitudes of
transmit-receive channel gains [174]. The problem that occurs is selecting the best receivers
and then best transmitters may not necessarily result in the overall best possible choice. Thus
efficient joint transmit/receive antenna selection requires systematic solution apart from
exhaustive search for antenna selection. For the system model discussed in chapter-4, we
discuss the process of Joint Transmit and Receive Antennas Selection based on the maximum

channel power gains obtained by using pilot symbols.

5.3.1 Proposed Joint Transmit-Receive Antenna Selection System and
Channel Model

Fig. 5.5 shows the system model for the Joint Transmit-Receive Antenna Selection (J-

TR-AS) process.
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CSl feedback from the receiver to the TR node and transmitter for RAS

CSl| feedback from TR node
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CHANNEL Chan
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Fig. 5.5 Proposed (J-TR-AS) scheme for MIMO System with additional TR node

Tx

Uncoded pilot symbols are sent to the TR node where the process of TAS takes place
in a similar way as explained in the previous section. The pilot symbols are then transmitted
from the TR node to the receiver. At the receiver, the channel power gains are calculated and
the receive antennas corresponding to the maximum channel power gains are selected. For
TAS, the feedback from the TR node is provided to the transmitter only. During RAS, the
feedback is provided to the RF switch at the receiver for receive antennas selection and the
feedback is also provided from the receiver to the transmitter and the TR node so that they
have the information about which channel paths to follow. Similar to TAS-TR, in J-TR-AS,
the pilot symbols are never sent directly to the receiver. This reduces the overall
computational complexity in case of MIMO systems while calculating the channel power

gains for all the RF links from N, transmitters to N, receivers.

5.3.1.1 Joint Single Transmit Single Receive AS (N;,1; N,,, 1)
Considering x,, is the known pilot sequence transmitted by N, transmit antennas to the
TR node over the Nakagami-m fading channel h;. Then the received pilot sequence at the TR

node is given by (5.1). At the TR node, the channel power gains are calculated according to
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(5.3) and the transmitter corresponding to maximum channel power gain is selected for
transmission. The pilot symbols are then forwarded to the receiver over channel path h;
which is a 1X N, channel matrix containing the CSI of the RF links from the TR node to N,
receive antennas as
hy = [hg1 hyz .. hop, | (5.12)
The channel power gains are calculated following (5.3) and the receiver
corresponding to the maximum channel power gain is switched on for reception. This
information is provided as the feedback to the TR node and the transmitter as well and they

now know which RF link to follow. The whole process can be summarized as follows:

hiy
h ;

hy =| .2 |, P = |h|% and Prys = max|hy|?>, 1<i<N, (513)
hyn,

hz = [h21 hzz ...thNr], P. IZ, and PRAS = maJC[hjlz,l S} < N?“ (514)

leh‘

j

The data symbols are now transmitted by the selected transmit antennas over the
corresponding channel link and is received over the selected receive antenna following the
corresponding channel link via the TR node. For the direct transmission between the
transmitter and the receiver, the data transmission takes place over the channel path h;. The

system model explained in this section forms an equivalent SISO system model after J-TR-

AS.

5.3.1.2  Joint Multiple Transmit Single Receive AS (N,,L;; N,, 1)

After arranging the channel power gains of all the channel links in the channel matrix
hy in descending order, the first L, transmit antennas with maximum channel power gains are
selected out of the total available N, transmit antennas and the receive antenna corresponding
to the maximum channel power gain in the h, channel matrix is selected at the receiver. This

forms an equivalent MISO model and the channel matrices hy, h,, and h3 in this case are
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hll h31

hy2 h;z

hy =1 . , hy = [ha1]pas, and hy = (5.15)

h h
LLedrys 3ledp, xL,

5.3.1.3  Joint Single Transmit Multiple Receive AS (N;,1;N,,L,.)

The channel power gains of the channel coefficients of matrices h; and h; are
rearranged in descending order. Then the transmit antenna with maximum channel power
gain is selected out of the total available N, transmit antennas and the first L, receive
antennas with maximum channel power gains are selected out of the total available N,
receive antennas. This forms an equivalent SIMO system model. The channel matrices hy,

h;, and hj in this case are

hy = [halras, by = [ha1 haz oy, ], o ha = [har hay ---h3,LT]thLr (5.16)

5.3.14  Joint Multiple Transmit Multiple Receive AS (N, L;; N, L,.)

After arranging the channel power gains of all the channel links in the channel
matrices hy and h; in descending order, the first L, transmit antennas with maximum channel
power gains are selected out of the total available N; transmit antennas and the first L,
receive antennas with maximum channel power gains are selected out of the total available
N, receive antennas. This forms an equivalent MIMO system model. The channel matrices

hy, hy, and h3 in this case are

hip - hyy,

cha = [hay hap b, o s = (5.17)

h h'l:'ta] o th’LF‘
LLedpas
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5.4 Performance Analysis

In this section we present some simulation results to illustrate the error performance
of the TAS-TR and J-TR-AS schemes. We present the results when we select one, two, three
antennas out of the ten available transmit antennas based on the maximum power associated
with each channel path. We testify the TAS of the proposed model for various system models
like SISO, SIMO, MISO, and MIMO with BPSK and QPSK modulation over Nakagami-m
fading channel for different fading parameter ‘m’.

Based on the results obtained in Chapter-4 for different system models, we choose the
fading parameter depending on the type of equivalent model as a result of antennas selection.
By equivalent System models, we mean the system models after antennas selection. For
example, when the number of transmit antennas is ten and number of receive antennas is one
and we select one out of 10 transmit antennas based on TAS, then the equivalent system
model after antenna selection is a SISO system model. Thus, we select the fading parameter

for (T — TR) and (TR — R) channel paths accordingly.

5.4.1 Results With Transmit Antenna Selection

We use uncoded pilot symbols for the antenna selection process. The use of pilot
symbols simplifies the whole antenna selection process in terms of computational
complexity. When the number of transmit antennas is high, no complexity is added at the
transmitter to encode the pilot symbols before transmission, hence, the proposed TAS scheme
works for any number of antennas in the transmitter array. Firstly, we present the simulation
results for different fading conditions when TAS is performed at the transmitter when no TR
node is used. Then we compare the equivalent system models with the corresponding system

models. By equivalent system models we refer to the system models formed after TAS and
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by corresponding system models we refer to the system models without TAS. For
convenience we name the system models as follows:

System-1 — System models with no TR node but TAS using pilot symbols.

System-2 — System models with TR node and TAS using pilot symbols.

System-3 — System models with TR node and J-TR-AS using pilot symbols.
Pilot sequence of fixed length 4 is transmitted over Nakagami-m faded channel with m—/
using ten transmit antennas and one receive antennas, out of which only one transmit antenna
i1s selected based on the maximum associated channel power. We have performed the
simulations for BPSK and QPSK modulation. However, the defined system is capable to

perform for higher values of ‘M’-PSK modulation schemes as well.

54.1.1 BERswith TAS (N, L;; N,.)

With single antenna available at the receiver, the equivalent system model for
System-1 after single TAS is the SISO model. Fig. 5.6 (a) shows the BERs for the equivalent
SISO system model for System-1 with different fading parameters, m=1,2, and 5 for BPSK
modulated data sequences and Fig. 5.6 (b) shows the BERs for the same system model with
similar values of ‘m’ with QPSK modulation.

With multiple antennas at the receiver, Fig. 5.7 shows the BERs with single TAS,
thus, forming an equivalent SIMO system. Fig. 5.7 (a) shows the BERs for the equivalent
SIMO system model for System-1 with different fading parameters, m=1/,1.5,2 for BPSK
modulated data sequences and Fig. 5.7 (b) shows the BERs for the same system model with
similar values of ‘m’ with QPSK modulation. The simulation results presented in Fig. 5.7 are

for N, = 2,3 and can be obtained for any N, > 3.
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BER for SISO System with TAS with BPSK modulation BER for SISO System with TAS with QPSK modulation
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Fig.5.6 BER for (10,1;1) TAS scheme
(a) BPSK modulation and (b) QPSK modulation; m=1,2,5.
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Fig.5.7 BER for (10,1;N,.) TAS scheme

(a) BPSK modulation and (b) QPSK modulation; m=1,1.5,2 and N, = 2,3

With single receive antenna and multiple TAS, Fig. 5.8 shows the BERs of the
equivalent MISO system model for System-1. Fig. 5.8 (a) shows the BERs for the equivalent
MISO system model with m=1/,1.5,2 for BPSK modulated data sequences and Fig. 5.8 (b)

shows the BERs for the same system model with similar values of ‘m’” with QPSK
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modulation. We have considered here L, = 2,3 but the results can be obtained for L, > 3

also.
4 BER for MISO System with TAS with BPSK modulation " BER for MISO System with TAS with QPSK modulation
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Fig.5.8 BER for (10,L;,;1) TAS scheme

(a) BPSK modulation and (b) QPSK modulation; m=1,1.5,2, L, = 2,3 and N, = 1

With multiple receive antennas and multiple TAS, Fig. 5.9 shows the BERs for the
equivalent MIMO system model for System-1.

BER for MIMO System with TAS with BPSK modulation BER for MIMO System with TAS with QPSK modulation
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Fig.5.9 BER for (10,L;N,.) TAS scheme

(a) BPSK modulation (b) OPSK modulation;, m=1,1.5,2, L, = 2,3, N, = 2 and N, = 2,3
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Fig. 5.9 (a) and (b) shows the BERs for the equivalent MIMO system with m=1,1.5,2
for BPSK and QPSK modulated data sequences, respectively. Here we have obtained the
simulation results for 2 X 2 and 2 X 3 systems can be easily extended to any number of N,
L;, and N,.

It is well known that the BER performance varies with different fading parameters
‘m’. By performing the simulations of the system models described in Fig. 5.6 — Fig. 5.7, we
have successfully verified that the BERs improves with higher values of the fading parameter
‘m’ with TAS. Fig. 5.7 — Fig. 5.9 compares the BERs with different number of transmit and
receive antennas available and different number of transmit antennas selected. It can be
observed that a better performance is achieved as more transmit and /or receive antennas are

used.

5.4.1.2  BERs of TAS with TR node and its comparison with TAS without TR node.

We compare the performance of the TAS for a two-hop DAF relay system with a
conventional wireless system with TAS. The fading parameter for the conventional system is
m =1 and the fading parameter for the (T —TR) and (TR — R) channel paths for the
relayed system is also my = my = 1. Thus for convenience we will write the fading
parameter as m = 1 in general for all the channel paths involved within this section only. The
length of pilot symbols is 4. The total length of data sequence is 10% divided into 10 frames
each of length 100. The pilot sequence is transmitted over N, available transmit antennas to
the TR node. At the TR node, the channel power gains of all the N; X 1 channel paths are
calculated and arranged in descending order. This information is provided to the transmitter
via a feedback path and the transmit antenna indexed with the channel path with maximum

channel power gain is selected for transmission.
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Fig. 5.10 compares the BER for TAS-TR when TAS is performed over (10,1;1)
schemes. In this case, a single transmit antennas with maximum channel power gain is
selected for transmission. The selected transmit antennas transmits data bits to the TR node
and to the receiver following the process explained in chapter-4. It can be seen that the TAS-
TR process over the (10,1;1) scheme through TR node gives an increased performance of
approximately 1dB as compared to the baseline approach of TAS. The performance gains are
better at lower SNR values and the performance improvement is less than 1dB at higher SNR
values. Fig. 5.10 (a) and (b) compares the BER for BPSK and QPSK modulation and shows
similar improvements in terms of BER over TAS scheme.

BER for BPSK modulated 1x1 System with TAS BER for QPSK modulated 1x1 System with TAS
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Fig.5.10 BER of (10,1, 1) conventional TAS/STBC scheme and (10,1,1) proposed TAS/STBC

scheme with (a) BPSK modulation and (b) QPSK modulation; m=1.

Fig. 5.11 shows the BER when L, transmit antennas are selected out of N, transmit
antennas available and a single receive antennas. The simulations are carried out for the
wireless model with L, = 2 and encoder matrix G; with rate, R = 1 and with L, = 3 and
encoder matrix Gz with rate R = 1/2, respectively. The sequence being transmitted over

Nakagami-m fading channel with m =1 and BPSK and QPSK modulated. Fig. 5.11 (a)
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shows the BER with BPSK modulation and Fig. 5.11 (b) shows the BER with QPSK
modulation. It can be observed that the TAS for two-hop DAF relay system showed an
improved performance of approximately 0.5dB at lower SNR values and slightly over 1dB at
higher SNR values when compared to TAS process. Also it can be seen that the performance
is improved when more transmit antennas are selected.

BER for proposed MISO System with BPSK modulation with TAS BER for proposed MISO System with QPSK modulation with TAS
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Fig.5.11 The simulation BER for (10,1;1), (10,2;1), and (10,3, 1) conventional and proposed

TAS scheme, respectively, with (a) BPSK modulation,(b) QPSK modulation; m=1.

Fig. 5.12 shows the BER when a single transmit antenna is selected out of N, transmit
antennas available and with N, receive antennas. The sequence being transmitted over
Nakagami-m fading channel with m = 1 and BPSK and QPSK modulated and the signal is
received over N, = 1,2,3 and 4 receive antennas. Fig. 5.12 (a) shows the BER with BPSK
modulation and Fig. 5.12 (b) shows the BER with QPSK modulation. It can be observed that
the TAS for two-hop DAF relay system showed an improved performance of approximately
1dB at lower SNR values and slightly over 1dB at higher SNR values when compared to TAS
process with multiple receive antennas. Also it can be seen that the performance is improved

when the number of receive antennas are increased from 1 to 4.
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Fig.5.12 The simulation BER for (10,1;1), (10,1;2), (10,1,;3), (10,1;4) conventional and

proposed TAS scheme, respectively, with (a) BPSK modulation,(b) OPSK modulation; m=1

Fig. 5.13 plots the BER for the (10,2;2), (10,2;3), (10,3;2), and (10,3;3) schemes over
Nakagami-m fading channel with m = 1 with BPSK and QPSK modulation and compares
the simulation BER of the proposed scheme with the existing TAS/STBC schemes.

BER for proposed MIMO System with BPSK modulation with TAS BER for proposed MIMO System with QPSK modulation with TAS
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Fig.5.13 The simulation BER for (10,2;2), (10,2;3), (10,3,2), and (10,3,3) conventional and

proposed TAS scheme, respectively, with (a) BPSK modulation,(b) QPSK modulation; m=1.
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It can be seen from Fig. 5.13 that the TAS for two-hop amplify-decode-forward
relayed system shows better performance over the existing TAS scheme by approximately
1dB when multiple antennas selected at the transmitter with multiple antennas at the receiver.

Also as more transmit and receive antennas are used, the BER improves.

5.4.1.3  BER variations of TAS-system with TR node in different fading conditions.

In Chapter-4, the performance of the two-hop DAF relay system based on the
placement of the TR node between the transmitter and the receiver was analysed. It was
concluded that based on the number of transmit and receive antennas available, placing the
TR node nearer or farther from the transmitter gave variations in the BERs. In the previous
section, the performance of the two-hop DAF relay system with TAS was simulated and
analysed when the fading parameter (or the fading conditions) for the (T — TR) and (TR —
R) channel paths were assumed to be same. This section analyses the performances of the
proposed system model when the fading conditions on the (T — TR) and (TR — R) channel
paths are different. The fading parameter m, refers to the fading conditions of the (T — TR)
channel path and the fading parameter m; refers to the fading conditions of the (TR — R)
channel path. The BER are now analysed as m; and m; takes different values. Table 5.2
summarizes some of the fading parameter values for which simulations have been performed

for different system models.
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Table 5.2 Equivalent system models and their corresponding fading paramefers.

TAS, Equivalent Fading Parameter °
(N, L;; N,.) System Model 'm’
. my=my, =2
2. my =07, my =33
(N,, 1;1) SISO 3. my =3.3,my =07
4 m =1,m, =3
5. my=3,my=1
(Nt;Lt; 1) 1. mqy =myp = 1
L, =23
3. mq = 13, my = 0.7
N, =2 SIMO 2. my=08my =12
3. mq = 12, my = 0.8
(Nev L V) o= me =
L, =23 MIMO 2. m=08m,=12
Nr =23 3. mq = 12, my = 0.8

Fig. 5.14 (a) shows the simulations results for (N;, 1; 1) system with different fading
parameter as mentioned in Table 5.2. It can be observed that the best performance is achieved
when my = m; = 2, that is when the TR node is placed at equidistant from the transmitter
and the receiver. This is in accordance with the two-hop DAF relay system without TAS as
proved in chapter-4. But if we compare Fig. 4.14 (ii) and Fig. 5.14 (a), we observe that while
a better performance is achieved with m; > m, (when m; = m, is not possible) in the
former case, in the latter case a better performance is achieved when m;, > my. This can be
explained as follows. The performance of the system under consideration is affected by the
fading conditions of the (T —TR) and (TR — R) channel paths which is based on the

distance of the TR node from the transmitter and the receiver and on the number of available
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transmit and receive antennas. With no TAS, the added diversity path by the TR node at the
receiver over powered the degradation of the signal due to larger distance between the TR
node and the receiver. Thus the system model with no TAS gave better performance when
my > my. When TAS was performed, the antenna was selected based on the maximum
channel power gain and the data was sent over this known channel. Thus even though the
fading conditions on the (T — TR) channel path was worse than the fading conditions on the
(TR — R) channel path, TAS compensated for the loss due to fading thus giving better
performance when m, > my rather than with m; > m,. Thus, it can be concluded that the
effects of TAS are stronger than the fading effects thus giving better performance.

BER for 1x1 System with TAS for different fading conditions BER for 1x2 System with TAS for different fading conditions
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Fig.5.14 BER for proposed TAS scheme in various fading conditions with BPSK modulation

(a) (N, 1;1),(5) (N, 1; 2).

Fig. 5.14 (b) shows the BER for (N, 1; 2) scheme for different values of m;and m,
as mentioned in Table 5.2. It is observed that the best performance is achieved when m, >
my which is similar to the SIMO system model discussed and analysed in Chapter-4. The
explanation is similar to (N;, 1; 1) scheme except that in this case a better performance is

achieved with m,; > m; than m, = m; due to the fact lower fading parameter, TAS and
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increased number of receive antennas help in gaining better performance when the TR node

is placed closer to the receiver than when placing it at equidistance from the transmitter and

the receiver.

BER for 2x1 System with TAS for different fading conditions
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Fig.5.15 BER for proposed TAS scheme in various fading conditions with BPSK modulation

(a) (N, 2;1),(b) (Ng,3;1).

Fig. 5.15 shows the BER for (N;, L;; 1) scheme for different values of m;and m, as

mentioned in Table 5.2. Fig. 5.15 (a) shows the BER when L, = 2 and Fig. 5.15 (b) shows

the BER when L, = 3. It is observed that again the best performance is achieved when

m, > my in both the cases which is similar to the SIMO system model discussed earlier. The

explanation is similar to (N;, 1; 2) scheme that lower fading parameter, higher number of

transmit antennas selected helps in gaining better performance when the TR node is placed

closer to the receiver than when placing it at an equidistance from the transmitter and the

receiver. Also the poorer fading conditions on the (T — TR) channel path is over shadowed

by the data transmission taking place over the channel paths with maximum channel power

gains thus improving performance.
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Fig. 5.16 shows the BER for the (N L;;N,) scheme for different values of
miand m, as mentioned in Table 5.2. Fig. 5.16 (a) shows the BER when L, = 2; N, = 2 and
Fig. 5.16 (b) shows the BER when L; = 3; N, = 3. It shows similar results when compared to

the schemes previously discussed that the best performance is achieved when m; > m;.
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Fig.5.16 BER for proposed TAS scheme in various fading conditions with BPSK modulation

(a) (N, 2;2),(b) (N, 3;3).

In all the case the worst performance is achieved when m; > m,. When m; > m,,
the TR node is placed closer to the transmitter and the channel path between the TR node and
the receiver suffers from poorer fading conditions. Further, TAS helps compensate for the
fading conditions between the transmitter and the TR node and thus the fading conditions
between the (TR — R) channel path remains unaccounted for. On the other hand, when
m, > m,, fading conditions on the (TR — R) channel path are better than the fading
conditions on (T — TR) channel path. TAS helps in reducing the poorer fading effects on the
(T — TR) channel path, and though the (TR — R) channel path remains accounted, due to
higher values of ‘m’ it is already suffering from less sever fading as compared to the amount

of fading when m; > m,. Thus better performance is achieved when m, > m; as compared
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to when my; > m,. We have presented the simulation results for BPSK modulation alone
when dealing with different fading conditions and their achievement for higher MPSK

modulation schemed are straight forward.

5.4.2 Joint Transmit-Receive Antenna Selection

In this section we present the simulation results when joint antenna selection is
performed at the transmitter and the receiver for a two-hop DAF relay system based on pilot
symbols. We present the results for only QPSK modulation. However, extension to other
MPSK schemes is straight forward. We have used the following representations for the three
systems under analysis in Fig. 5.17:

e J-TR-AS represents a two-hop DAF system model with Joint transmit and receive
antennas selection.
e TAS-TR represents a two-hop DAF system model with only transmit antennas
selection.
e TAS represents the baseline system models with transmit antenna selection.
We first compare the BERs of J-TR-AS, TAS-TR and TAS and account for the performance

improvements in terms of dB.

5.4.2.1 BER variations of JAS-system with TR node

Fig. 5.17 (a) compares the BER of J-TR-AS for (10,1;10,1), TAS-TR for (10,1;1), and
TAS for (10,1;1) with QPSK modulation, i.e. single antennas is selected in all the three case.
It can be seen that at lower SNRs, J-TR-AS gives an approximately 2dB improvement in
performance as compared to TAS-TR while at higher SNRs, the performance improvement is
slightly less than 1dB when compared to TAS-TR.

Fig. 5.17 (b) compares the BER for J-TR-AS for (10,1,10,2), (10,1,10,3), and TAS-

TR, and TAS for (10,1,2) and (10,1,3), thus forming an equivalent system models of (1 X 2)
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and (1 x 3), respectively. It can be concluded from the simulation results that the joint
selection of antennas at both transmitter and receiver shows a performance improvement of
approximately 2dB as compared to TAS-TR for a general case of SIMO system model.

Fig. 5.17 (c¢) compares the BER for J-TR-AS for (10,2;10,1), (10,3;10,1), and, TAS-
TR, and TAS for (10,2;1), and (10,3;1). Thus, when performing joint selection, multiple
antennas are selected at the transmitter and a single antenna is selected at the receiver, and
while performing TAS alone multiple antennas are selected at the transmitter while the
number of receive antennas is fixed to one giving an equivalent MISO system. We present
here the BER results when only two and three transmit antennas are available i.e. for (2 X 1)
and (3 X 1) systems, respectively. The simulation results can be easily extended to higher
number of selection of antennas at the transmitter following the orthogonality principle of
STBCs. It can be seen that J-TR-AS gives better BERs giving an overall performance
improvement of approximately 2dB when compared to TAS-TR and approximately 4dB
when compared to TAS.

Fig. 5.17 (d) compares the BERs for J-TR-AS for (10,2,10,2), (10,2;10,3), (10,3,10,3)
and, TAS-TR, and TAS for (70,2;2), (10,2;3) and (10,3,;3) forming an equivalent MIMO
system. We have presented the results for an equivalent (2 X 2), (2 X 3), and (3 X 3),
systems, respectively and it has been concluded that J-TR-AS process outperformed TAS by

approximately 2dB and by approximately 3.5 dB when compared to TAS.
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Fig.5.17 BER comparison of J-TR-AS, TAS-1R, and TAS schemes with QPSK modulation for,

(b) Equivalent SISO systems (b) Equivalent SIMO systems

(d) Equivalent MISO systems (d) Equivalent MIMO systems

5.4.2.2  BER variations of JAS-system with TR node in different fading conditions.

Fig. 5.18 - Fig. 5.20 plots the BERs for the various systems in different fading

conditions. Table 5.3 summarizes the values of fading parameters mi;and m, for different

system models. Monte Carlo simulations have been performed for the J-TR-AS system to

show the variations in the performance of the two-hop DAF system based on the placement

of the TR node between the transmitter and the receiver. The fading parameters m; and m,
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can take value from 0.65 < m < 10, while the sum (m; +m;) is always considered as
integer. The simulations carried here have been performed when (m; +m;) = 1 in all the
cases and m; and m, taking arbitrary real values. These simulations results can be easily
extended to other values of fading parameters m; and m,.

Table 5.3 Equivalent system models and their corresponding fading parameters.

J-TR-AS, Equivalent System Fading Parameter ‘'m’
(Ntf Ltr Nr; Lr) Model
1. my =my = 1
(N, 1;N., 1) SISO 2. my =12, m, =08
3. my = 08, my = 1.2
(Nt,Lt;Nr,l) 1 my = myp =1
MISO 2. my =12, my, =08
L, =2L, =1
3. my = 08, my = 1.2
(Nt,l;Nr,Lr) 1 my = myp =1
L, =1L, =2,3
3. my = 08, my = 1.2
(Nes Le; Ny L) Loy =mg =1
MIMO 2. my =1.2,m, =08
L, =23L.=23
‘ r 3. my =0.8,m, =12

It can be seen from these figures that with J-TR-AS, the best performance is achieved
when the TR node is placed at equidistant from the transmitter and the receiver in all the
cases. This can be explained on the basis that for both the channel paths i.e. (T —TR), and
(TR — R), the transmission takes place over the best channel path selected, thus irrespective
of the distance of the TR node from either end, the fading effects of both the channel paths
are overlooked by the antennas selection process. Also, it can be noted though having

different values of fading parameters gave poorer performance as compared to when the
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fading parameters are same, placing TR node closer to either ends gave almost same levels of

performance in all the cases.
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Fig.5.19 BER for J-TR-AS with different fading parameter values,

(@) (10,1;10,2) (b) (10,1;10,3).
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BER for 2x2 System with TAS for different fading conditions

BER for 3x3 System with TAS for different fading conditions
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5.5 Chapter Summary and Conclusion

We have discussed three systems in this chapter, named as TAS, TAS-TR, and J-TR-
AS. We have calculated their BERs and compared their levels of performance in various
fading conditions.

Firstly, we performed Monte Carlo simulations for TAS, where single or multiple
transmit antennas were selected out of the total N, transmit antennas available. At the
receiver there were either single or multiple antennas available. This gave us the equivalent
SISO, SIMO, MISO, MIMO system models with TAS. MPSK modulation for M = 2, and 4,
was considered. When a single transmit antenna was selected, the transmission over the
selected transmit antenna was totally uncoded. However, when multiple transmit antennas
were selected, the transmission was based on STBC with their orthogonality principle
fulfilled. Similarly, when a single receive antenna was available, the data was received
without any receive diversity exploited. And with multiple antennas available at the receiver
MRC was performed at the receiver to combine the signals received over multiple receive
antennas. The simulations were performed over Nakagami-m fading channel with different
fading parametric values. We obtained the BERs for the simulations performed depending on
the number of transmit antennas selected and the number of receive antennas available. We
concluded that as the fading parameter decreased, the performance of the system improved.
This was a consistent result obtained for different system models and was in accordance with
the theoretical concept associated with the Nakagami-m fading parameters.

We then extended the process of TAS to a two-hop DAF system model. We carried
out the simulations when single transmit antenna was selected. At the receiver, N, were
available for receiving the data symbols, thus forming an equivalent SIMO system model. An
equivalent SISO system model is a special case of this when N, = 1. Thus only a single

antennas was activated during transmission and rest of the transmit antennas stayed in an
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inactive mode. The knowledge of CSI of (T — TR) channel path was the only available
feedback to the transmitter for TAS. The destination had almost no knowledge of the CSI of
(T — TR) channel path thus no feedback was provided from the receiver to the transmitter.
This kept the complexity of the overall system lowered due to single feedback path available
at the transmitter. Unlike TAS, in TAS-TR MRC was performed in all the case even when
there was only a single receive antennas available as the signals from the TR node and from
the transmitter needed to be MRC combined. We noticed significant improvement in the
BERs of the TAS-TR when compared to TAS. It was due to added diversity at the transmitter
and the receiver due to an additional TR node. Antenna Selection further enhanced the
performance of the overall system.

We further expanded the system model by performing antenna selection at both the
transmitter and the receiver. We obtained the BERs for the cases when single transmit and
receive antennas were selected followed by multiple transmit and receive antenna selection.
The BERSs for various system models after J-TR-AS were compared. As observed in Chapter-
4 that by increasing the number of antennas at either end increased the performance, J-TR-AS
gave similar results which proved the consistency of the results obtained for two-hop DAF
with J-TR-AS with that of the baseline models. We further compared the BERs for TAS,
TAS-TR, and J-TR-AS and noticed that joint selection at both ends gave the best overall
performance.

For TAS-TR and J-TR-AS, we observed the sensitivity of the two systems in different
fading conditions and noticed that the placement of the TR node between the transmitter and
the receiver affected the performance of the system. We summarize the performance of
various system models based on the fading channel parameter in Table 5.4 for TAS-TR and

in Table 5.5 for J-TR-AS.
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Table 5.4 Summary of equivalent system models for TAS-TR and their performance

based on different values of fading parameter 'm'.

TAS, Equivalent | Fading Parameter * Analysis
(N¢, Lg; N, System 'm’
Model
m;y=my =2 Best performance is achieved with
2. my =07, my = m,. When my; # m,, best
(N, 1;1) SISO m, = 3.3 performance is achieved when
3. my =3.3, my > mq, i.e. when TR node is placed
m, = 0.7 closer to the receiver, for both the
4. my=1m, =3 cases when m; and m, are arbitrary
5. m;y =3,m, =1 | real numbers and when m,; and m,
are integers.
(N, L 1) m;=m, =1 Best performance is achieved with
MISO 2. my =07, m, > my. The performance starts to
be =23 m, = 1.3 decline as my is increased and m is
3. my =13, decreased.
my = 0.7
(N, 1;N,) my=m; =1 Best performance is achieved with
N, = SIMO 2. m; =08, m, > my. The performance starts to
m, = 1.2 decline as m; is increased and m, is
3. my =1.2, decreased.
m,; = 0.8
(Ny, Le; N,) I. my=m;=1 Best performance is achieved with
L, =23 MIMO 2. my =0.8, m, > my. The performance starts to
N, =23 m, = 1.2 decline as m; is increased and m; is
3. my =12, decreased.
m, = 0.8

Except for equivalent SISO models, which gives the best performance when m; =

ms,, a consistency of results is observed when dealing with different fading conditions for
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TAS-TR and the best performance is achieved when m, > m,. For J-TR-AS all the system
models give consistent results in different fading conditions. The best achievement is always

achieved m; = m,. When m; # m,, the performance is not affected with m; > m, or vice-

versa
Table 5.5 Summary of equivalent system models for J-TR-AS and their performance
based on different values of fading parameter 'm'.
J-TR-AS, Equivalent | Fading Parameter Analysis
(N,L;N,,L,) System 'm’
Model
I. my=my, =1 Best performance is achieved
(N, 1;N,,, 1) SISO 2. my = 1.2, with my = my. When m; # m,,
m, = 0.8 the performance is not affected
3. m;y =08 with my > m, or vice-versa
my, = 1.2
(N, Li; Ny, 1) . mp=my, =1 Best performance is achieved
MISO 2. my =12 with my = my. When my # my,
=2l =1 my = 0.8 the performance is not affected
3. m; =08 with my; > m; or vice-versa
my, =1.2
(N, 1;N,, L,) 1. my=m, =1 Best performance is achieved
SIMO 2. my =12 with my = m,. Whenmy # m,,
be =1L, =23 my = 0.8 the performance is not affected
3. m; =08 with my > m; or vice-versa
my, =1.2
(NoLi; N, L) . mp=m,=1 Best performance is achieved
MIMO |2. m; =1.2 with my = my. When my # my,
be =231y = m, = 0.8 the performance is not affected
23 3. m;y =08 with my > m, or vice-versa
my, = 1.2
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Chapter 6 — Joint Antenna Selection and

Channel Estimation

Channel impairment is one of the major factors affecting the performance of wireless
communication systems. In this chapter, we focus on estimating the channel to help improve
the performance of the system. The purpose of this chapter is twofold:

1. Firstly, we present a feedback based method of channel estimation that provides the
fading channel estimates and its approximate auto-regressive (AR) parameters.
Depending on the use of preambles in the data structure and the generation of channel
coefficients two algorithms have been discussed;

e The Auto-Regressive Channel Approximation (ARA) algorithm which is bandwidth

efficient and

e The Joint LS Estimation and AR Channel Approximation (LS-ARA) algorithm which

uses more bandwidth but shows better performance in terms of bit-error-rates (BER)
as compared to the ARA algorithm.

2. Secondly, we present a joint channel estimation and antenna selection process based on
one of the channel estimation algorithms developed that performs better in terms of

improved bit error rates. We call this algorithm as J-AR-LS-AS.
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First order Auto-regressive process is used to estimate and approximate the channel
variations occurring in between the frames. Least Square Estimation algorithm is used to
obtain the initial estimates of the fading channel followed by the AR process to approximate

the channel coefficients.
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6.1 Introduction

Signaling over a wireless channel is severely affected by the environmental radio
propagation effects as the channel state may change within a very short time span. In most of
the cases, it is assumed that the channel be constant and known prior [210]. However, such
assumptions may not be feasible in real scenarios and there is always a need to estimate the
channel state information (CSI). Typically when no CSI is available at the receiver, it
becomes necessary to estimate and/or approximate the variations in the amplitude and the
phase of the channel occurring as a factor of time. One way to deal with this situation is by
taking advantage of the training-based methods, also known as pilot symbol assisted
modulation (PSAM) [159].

Training based methods are readily available in the literature for single/multiple
transmit/receive antenna systems [170], [211]. These methods are the most popularly used as
they can be applied to any communication system with ease and proves quite effective in
precisely compensating for the channel distortions. Pilot symbols known to the receiver are
embedded into the frame and are transmitted over the channel. The receiver then uses this
known sequence to reconstruct the transmitted waveform irrespective of the fact that the
receiver might not have direct access to the transmitted signal. The channel is identified at the
receiver by exploiting this known training sequence. In this chapter, we have focused on
performing the following tasks:

1. Development of Feedback based channel estimation algorithms — In this the focus is
on the family of training based channel identification algorithms considering a wireless
transmission scheme where a constant and known training sequence is repeatedly inserted
within the frames. A quasi-static Nakagami-m fading channel is considered for
transmission. The channel variations remain constant over the entire frame but occur from

one frame to another. In order to keep the complexity of the algorithm lower, first order
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Auto-Regressive (AR) process has been used for modeling the fading process because the
complexity of the filter increases with the order of the AR process. Assuming that very
little channel knowledge is available at the receiver and no CSI at the transmitter, two
algorithms have been proposed based on channel feedback to the transmitter. Thus, the
discussions are on
e The development of a channel estimation algorithm to suit a wireless communication
system with lower bandwidth availability where the pilot sequence is used only once,
and
e The channel approximation and estimation algorithm for the communication systems
with the availability of extra bandwidth where the pilot sequence can be inserted
before every frame transmission.
Also, based on the availability of the BW at a particular time of transmission the pilot
symbols can be inserted in or cut-off from the data sequence following a simple switch

mechanism.

. Joint Antennas Selection and Channel Estimation — In chapter — 5, the antenna

selection process considering (T — TR) and (TR — R) channel paths only was discussed.
The direct (T — R) channel path was not considered in order to reduce the complexity
involved in forming and selecting the (L, X L,) subsets for antenna selection. Thus, the
CSI of this path remains unknown unless assuming perfect CSI for this direct channel
path. This problem can be solved by performing the task of channel estimation on the
direct (T — R) channel paths to gain the channel knowledge. LS algorithm has been used
for channel estimation of the direct path. The channel paths (T — TR) and (TR — R) need
not be estimated as the antennas selection is already based on the channel paths with

maximum power gains. This is discussed in detail in Section 6.3.
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6.2 The Proposed Channel Estimation Algorithms

The Nakagami-m fading channel model used here is modeled based on the auto-
regressive (AR) process. In the first case, a preamble is used to provide the initial channel
estimates and CSI for frame transmission is approximated using the AR process. The channel
is updated after every frame transmission and is provided to the transmitter as a feedback.
This algorithm works well in scenarios where very little CSI is available and also very little
bandwidth is wasted due to the use of once only pilot symbols. In the second case, a better
approximation of the channel is provided by periodically inserting the preamble into the data
sequence just before every frame transmission. The pilot symbols contained in the preamble
provides the channel estimation and the channel is approximated using AR process for every
frame. Thus, the AR parameters are estimated and are available to the transmitter via a
feedback path. The whole data sequence is divided into L frames of length [. Each frame
contains a particular sequence of data. Since the channel is quasi-static, the channel variation
occurring from one frame to another is dependent on the channel state information of the

previous frame obtained auto-regressively.

6.2.1 Auto-Regressive Channel Approximation (ARA) Algorithm

In this section, the first algorithm referred to as Auto-Regressive Channel

Approximation (ARA) algorithm is presented.
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Algorithm 1: AR Channel Approximation Algorithm (ARA)

I: INPUT: X,,, h,, n, X4, ng, Nyp

2: BEGIN

3:  Compute pilot sequence reception

4:  Estimate the channel associated with pilot symbol transmission (hy,) using LS channel
estimator

S:  Provide estimated channel feedback to the transmitter

6: FOR each frame transmitted DO

7: Provide the channel statistics for frame transmission

8 Compute the output received at the receiver

9: Compute the AR channel parameters

10: Update the channel statistics

11: END FOR
12: END ARA

Fig. 6.1 outlines the proposed algorithm based on the frame structure explained in

Algorithm 1.

The process continues until the last frame transmission

The channel for next frame is regenerated using AR model

The channel is regenerated using AR model based on
| feedback l
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The feedback from (/-1) frame continues to the last frame

Fig. 6.1 Frame structure for Algorithm 1

It is assumed that the data sequence is divided into L frames and a preamble is
attached only once at the start of data transmission. The transmission takes place with very

little CSI available at the receiver and no knowledge at the transmitter.
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The preamble is sent only once during the whole data transmission and not with every
frame. The CSI associated with the preamble is exploited for channel estimation using LS
channel estimator. The estimated channel knowledge is fed back to the transmitter where it is
used for generating channel coefficients using the AR process. The frame is sent over the
channel and the CSI associated with the AR generated channel coefficients are exploited at
the receiver for receiving the frame. Thus the channel information attached with the previous
transmitted frame is used to generate channel coefficients based on AR process, which are
further used for next frame transmission. The process continues until the last frame
transmission takes place. The detailed version of the frame structure explaining complete data
transmission and the channel generation process are shown in Fig.6.1. The pilot sequence
received at the receiver is computed based on the input parameters as follows

v =hX, +n, (6.1
where X, = [x),1 Xp3 ... Xpyp | is the known pilot sequence
h,, is the channel associated with pilot symbol transmission
Y, is the received pilot sequence.
n,, is the noise vector affecting the preamble transmission.
At any time instant ¢, pilot symbols are transmitted over Nakagami-m faded channel.

At the receiver it is observed as Y,. LS channel estimation takes place based on the LS

algorithm according to which h, = x*y, where x* = (xx)"'x! denotes the pseudo-
inverse of x, and h,, Ls is the channel estimate, which gives

hy, s = (xfx) " txty (6.2)
This estimated channel information h, Ls is sent back to the transmitter as a feedback h; such
that hy = hpL 5 The first frame transmission takes place over this LS estimated hy. The
output of the transmitted frame is computed based on the input parameters as follows
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Xg = [x41 X472 - Xq; ] 1s the data transmission vector
hg is the channel feedback after estimation
Y, is the received data sequence.
ngy s the noise vector affecting the transmission of data symbols,
Both the preamble matrix X, and the data matrix X, is assumed to be affected by different
channels such that the receiver observes the data matrix as
Yy = hyXy +ny (6.3)
The channel information h; is now provided to the transmitter as a feedback such that
h¢_1 = hy; where it is exploited to approximate the new channel statistics based on AR
process as
hag = Vah,_y + V1 — a?nyg (6.4)
Thus, the AR channel coefficients are generated based on the channel information obtained
from the previously transmitted frame and the channel is now update as hy = hyp for next

frame transmission.

6.2.2 Joint LS Estimation and AR Channel Approximation (LS-ARA)

Algorithm
In this section, another algorithm referred to as Joint LS Estimation and AR Channel

Approximation (LS-ARA) is presented.
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Algorithm 2: Joint LS Estimation and AR Channel Approximation Algorithm (LS-ARA)

I: INPUT: X, h,, n, X4, g, Nug

2: BEGIN

3 FOR each frame transmitted DO

4 Compute pilot sequence reception

S: Estimate the channel associated with pilot symbol transmission (h,,)
6 Provide estimated channel feedback to the transmitter
7 Compute the output received at the receiver

8 Compute the AR channel parameters

9 Update the channel statistics for h,,

10: END FOR

11: END LS-ARA

Fig. 6.2 outlines the algorithm based on joint channel estimation and approximation as

explained in Algorithm 2.
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Fig. 6.2 Frame structure for Algorithm 2

The main idea of LS-ARA is to obtain a better approximation of the channel. The
pilot symbols contained in the preamble are inserted periodically into the data sequence just
before every frame transmission. When the first sequence of pilot symbols is transmitted, it
provides an estimate of the channel. The frame transmission takes place over these estimated
CSI which is now available at the transmitter as a feedback. When the frame transmission is
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complete, the CSI associated with the frame is available for the next preamble where the
channel is approximated using AR process. The pilot symbols are then sent over this newly
approximated channel which is then estimated at the receiver and feedback to the transmitter
for frame transmission. The process follows until the last frame transmission. In this way the
channel is estimated as well as approximated thus giving better performance. The detailed
version of the frame structure explaining complete data transmission process is shown in
Fig.6.2. The dotted lines show pilot symbols transmission and the channel feedback to the
preamble and bold line shows frame transmission and the associated channel feedback for
frame transmission.

The process is similar as explained earlier for Algorithm 1 except that for Algorithm
1, the channel statistics are updated as hy; = hyp and the next frame transmission occurs
according to (6.3) whereas for Algorithm 2 the channel information is updated for h,
according to h, = hypwhich is further used for transmitting pilot symbols and to estimate the
AR parameters. While Algorithm 1 explains the channel approximations carried out using
AR-process, Algorithm 2 explains the joint process of generation and estimation of the AR

parameters using pilot symbols based LS estimator.
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6.3 Joint Antenna Selection and Channel Estimation

The simulation results as presented in Section 6.4.1 obtained for the two algorithms
developed in Section 6.2 shows that Algorithm-2 performs better than Algorithm-1 when
compared in terms of the bit error rates. The focus is on using the LS-ARA algorithm for
channel estimation. However, channel estimation based on the simple LS algorithm for the is
also performed for the sake of comparison with the LS-ARA algorithm.

In chapter — 5, the process of joint transmit-receive antenna selection for the two-hop
DAF relay based system was discussed. The (T — TR) channel path was considered for
transmit antenna selection and (TR — R) channel path for receive antenna selection. Due to
the use of a single antenna relay at the TR node, the TAS and RAS tasks via these two
channel paths, respectively, were simplified. The direct path between the transmitter and the
receiver was not considered for antenna selection due to the complexity involved in
calculating the channel power gains from each transmit antenna to every receive antennas to
form the subsets for antenna selection, as given by (5.11). Thus, we utilize the (T — TR — R)
channel path for antenna selection and the (T — R) channel path for channel estimation of the
direct path. The whole process is as explained:

As explained in Chapter — 5, pilot symbols are used for performing antenna selection.
At the TR node, the channel power gains are calculated and the information is sent back to
the transmitter and the antennas are selected. Similar process is performed at the receiver side
for selecting the receivers. In this whole duration, no communication takes place between the
transmitter and the receiver over the direct path. Also, the transmitter and the receiver
receives the CSI of all the channel paths from (T — TR) and (TR — R) but no accurate
information is still available at either end for the direct (T — R) channel path. So, the

question here arises, how to utilize this (T — R) channel path?
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One solution is utilizing this for the same task of antenna selection. But the
complexity involved in this task is too much because of the subset formation form each
transmit to every receive antenna. Another solution is to utilize this for channel estimation of
the direct path. Based on this, we developed a Joint Antenna Selection and Channel
Estimation Algorithm (J-AR-LA-AS), where the channel estimation is based on the LS-ARA

Algorithm described in Section 6.2.2.

6.3.1 Joint Antenna Selection and Channel Estimation Algorithm (J-AR-
LS-AS) Based on LS-ARA Algorithm

For channel estimation, one way is to transmit pilot symbols over all the N, transmit
antennas, performing LS estimation and providing CSI to the transmitter, then, transmitting
information over the estimated channel and the selected antennas. However, this involves
complexity as the channel estimates need to be obtained for the N; X N, channel paths. A less
complex way is to wait for the feedback from the TR node. Once the transmit antennas are
selected, transmit the pilot symbols over the selected transmitters. In the meantime, the
receive antennas are selected and the pilot symbols are received over the selected receive
antennas only, thus reducing the complexity of channel estimation from N, X N, channel

paths to L; X L, channel paths. The J-AR-LS-AS is presented below:
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Algorithm 3: Joint Antenna Selection and Channel Estimation Algorithm (J-AR-LS-AS)

1: INPUT: X[J? hl& hz, hg, nlp, nzp, ngp
Xd: ng, hl: hZa NaR
- BEGIN
FOR each frame transmitted DO
Transmit X, to TR node over h4

2

3

4

S: Receive Pilot Symbols y4,

6 Compute channel power gains of hy and arrange in descending order

7 Select L, transmit antennas out of N, total available for data transmission

8 Transmit X, over hj using the selected L, transmit antennas

9 At the same time, transmit y1,from the TR node to the receive over h,

10: Estimate the channel associated with pilot symbol transmission at the receiver using
LS algorithm.

11: At the same time calculate the channel power gains associated with hy

12: Provide estimated channel feedback from the receiver to the transmitter.

13: Using the same feedback path provide information about the calculated channel
power gains to the transmitter. Also provide feedback to the TR node for receive
antenna selection.

14: The transmitter now has the knowledge about L, transmit, L,. receive antennas
selected and the estimated channel hj

15: The TR node and the receiver has the knowledge of L, receive antennas selected

16: Transmit information X4 to the TR node over hq and to the receiver over estimated
h3p, using L, transmit antennas to the L, receive antennas

17: Compute the output received at the receiver and combine using MRC as explained in
Chapter-3

18: Compute the AR channel parameters

19: Update the channel statistics for hj

20: END FOR
21: END J-AR-LS-AS

The Antenna Selection process is explained in detail in Chapter — 5 and the LS-ARA
Algorithm is described in Section 6.2.2. It is worthwhile to mention here that while
performing the task of channel estimation, the CSI available from the previous frame is used
to auto-regressively approximate the CSI for the next frame. As explained in Section 6.2.2, it
uses a little extra bandwidth but provides better estimates of the channel. For comparison, we
have presented simulation results for the case when the pilot symbols are estimated using LS
algorithm but are not auto-regressively regenerated. This is referred to as J-LS-AS Algorithm.
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This algorithm is similar to Algorithm 3 except that Steps 18 and 19 are not performed. Also
for every frame transmission it is assumed that some partial CSI is available at the transmitter
unlike in J-AR-LS-AS where the CSI for every next frame transmission is obtained from the

previous frame transmitted.
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6.4 Performance Analysis

In this section we first compare the simulation results obtained from the
approximation and estimation of AR fading channel parameters. We then perform MATLAB
simulations to obtain BER for the two-hop DAF relay system with joint antenna selection and
channel estimation based on the channel estimation algorithm that gives better BERs. The
channel under consideration is quasi-static Nakagami-m fading channel and the modulation

considered is BPSK and QPSK.

6.4.1 Comparison of the Developed Channel Estimation Algorithms

The following parameters have been used for the simulations.

Table 6.1. Set of Simulation Parameters used

Parameters Types/Values
Channel Type Quasi-Static
Channel Statistics Nakagami-m
Fading parameter, m 1

Number of frames 10°

Frame Length 100

Pilot Length 4

Modulation Type BPSK and QPSK
Max. Doppler Frequency, f; 250 Hz
Symbol Frequency, f, 5 ksps
Doppler Rate, f;7, 0.05

The parameters used in this thesis are quite close to the ones used in [212]. Since in [212],
Rayleigh fading is considered, so the fading parameter m = 1 is used to provide close
comparisons of the results obtained. The coefficient a is related to the Doppler spread f;
according to the first order approximation of Jakes channel model as a = J,(2mf;Ts) where

faTs 1s used as the measure for fading rate. Typically its value falls in the range of (0.01-0.1).
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In the first algorithm, very little channel knowledge is known which is approximated
using the LS estimator and the channel is approximated using first order AR channel
simulator given by (6.4). In the second algorithm the AR channel parameters are
approximated and estimated based on the channel statistics available from the pilot symbols.

Fig. 6.3 plots the bit-error-rates (BER) of the simulation results for Algorithm 1 for
BPSK and QPSK modulation. To obtain these results, the pilot sequence was sent only once
with the first frame during the start of data transmission. The channel was estimated using the
LS algorithm and the CSI was fed back to the transmitter. For the rest of the frames, the CSI
was auto-regressively recovered, as explained in Section 6.2.1, and fed back to the transmitter
until all the frames were transmitted. For comparison, the BER when the channel is perfectly

known is also shown.

BER for AR Nakagami-m Channel with m=1

known channel (BPSK)
———— —=— AR channel (BPSK)

10 === ———— — 7 known channel (QPSK)

| AR channel (QPSK)
;o | |

BER
S
r

0 2 4 6 8 10 12 14 16 18 20
SNR [dB]

Fig. 6.3 BER Performance of the Algorithm-1

Fig. 6.4 plots the BER of the two algorithms for BPSK and QPSK modulation and
compares their performance. While simulating Algorithm 2, the pilot sequence was inserted
periodically at the start of each frame and the channel was estimated at the receiver using the
pilot sequence based on LS algorithm. The data transmission took place over these estimated
channel coefficients. For the pilot sequence transmission of the second frame, the CSI is
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approximated using the AR process and then transmitted over these newly generated channel
coefficients which are again LS estimated at the receiver and fed back to the transmitter for
data transmission as explained in Section 6.2.2. The process continued until all the frames
were transmitted and the bit errors were averaged over the entire data sequence.

It can be observed that when the pilot symbols are periodically inserted in between the
data sequence, the system shows an improved performance of around 2dB at an average SNR
in terms of BER as compared to when the pilot symbols were inserted just once at the start of
the data sequence. This can be explained on the basis as described in section 6.2 that while
Algorithm 1 focuses mainly on the approximation of the channel statistics, Algorithm 2
considers approximating the AR parameters of the pilot sequence along with estimating the
channel coefficients for transmitting data sequence. Thus Algorithm 2 proves to provide a
better performance that algorithm 1 when the channel statistics are periodically estimated.

BER for AR Nakagami-m Channel with m=1

AR channel (BPSK)
—*— LS-AR channel (BPSK) []
—=— AR channel(QPSK)
T —©— LS-AR channel (QPSK) |

BER

0 2 4 6 8 10 12 14 16 18 20
SNR [dB]

Fig. 6.4 BER Performance of the Algorithm-2 and its comparison with Algorithm-1

At lower SNR values, Algorithm 2 shows a very high performance improvement over
Algorithm 1 whereas at higher SNR values, the performance of the two algorithms appears to

be quite similar with a very little improvement from Algorithm 2.
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Fig. 6.5 plots the frame-error-rates (FER) for Algorithm 1 and the known channel and
Fig. 6.6 plots the FER for Algorithm 1 and Algorithm 2 for BPSK and QPSK modulation.

The comparisons are in accordance with the description of the two algorithms.
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Fig. 6.5 FER Performance of the Algorithm-1
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Fig. 6.6 FER Performance of Algorithm-2 and its comparison with Algorithm-1.

The BER and FER for the two algorithms have been summarized in Table 6.2 for
QPSK and BPSK modulation and it can be seen that as the SNR increases the BER decreases.

The BER for Algorithm 2 has lower values than Algorithm 1 at different SNR values.
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Table 6.2. BER and FER at different SNR values

SNR BPSK QPSK
BER FER BER FER
2dB
Known channel 0.0374 0.9778 0.0736 0.9995
AR Channel 0.1085 0.8417 0.1955 0.8897
LS-AR Channel 0.0348 0.3841 0.0556 0.4021
6dB
Known channel 0.0023 0.2114 0.0047 0.3807
AR Channel 0.0525 0.5350 0.0948 0.6064
LS-AR Channel 0.0259 0.2983 0.0459 0.3350
10dB
Known channel 3.4x10°° 0.0003 8.2x10° 0.0008
AR Chanel 0.0232 0.2763 0.0416 0.3416
LS-AR Channel 0.0157 0.1868 0.0275 0.2200

In [212], the simulation is done for BPSK over Rayleigh faded channel. We have
approximated the BER at different values based on Fig. 6 in [212] and summarized them in
Table 6.3. The BER values for the two proposed algorithms are also shown in Table 6.3. It
can be seen that the BER values of the two proposed algorithms are lower in comparison to

the BER values given in [212] at the same SNR in approximately the same fading

environment.
Table 6.3. BER comparison at different SNR values
SNR 10dB 15dB 20dB
Ref. [5] 0.0391 0.0297 0.0163
AR Channel 0.0224 0.0078 0.0023
LS-AR Channel  0.0163 0.0065 0.0022
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6.4.2 BER Calculations for Joint Antenna Selection and Channel
Estimation Algorithm (J-AR-LS-AS)

In this section we present the simulation results obtained from MATLAB modeling of
Algorithm 3. Before that we present a few simulation results for the case when the channel
estimates are obtained using only the LS algorithm at the receiver and the channel estimates
are not auto-regressively regenerated as in LS-ARA algorithm. For convenience we name it
as J-LS-AS Algorithm. Then we present the simulation results obtained by modeling J-AR-
LS-AS Algorithm and compare its performance with the J-LS-AS Algorithm. The parameters
used for the simulations are summarized in Table 6.4.

Table 6.4 Set of Simulation Parameters used

Parameters Types/Values

Channel Statistics Nakagami-m

Fading parameter, m varying

Number of frames 10°

Frame Length 100

Pilot Length 4

Modulation Type QPSK (other MPSK schemes can be used)
Max. Doppler Frequency, f; 250 Hz

Symbol Frequency, f. 5 ksps

Doppler Rate, f; T, 0.05

6.4.2.1 BERs of ]-LS-AS and its comparison with JAS

Fig. 6.7 presents the BERs for the J-LS-AS for a(N;, 1; N,., 1) system. For the direct
channel path for JAS, it was assumed that partial CSI is available at the transmitter whereas
for the J-LS-AS, the direct channel path was estimated using LS algorithm. Better BERs are
achieved when the channel is estimated though marginally as can be seen from Fig. 6.7 (a).

Performance improvement of approximately 0.5 dB is achieved at lower SNRs. However, at
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higher SNRs, the performance improvement is just below 0.5dB. In Fig. 6.7 (b), we have
presented the BERs for J-LS-AS for different fading parameter ‘m’. As shown in Appendix
A.1, the BER improves with lower values of m’, it can be seen that when m; = m, = 2, the
system performs better as compared to the case when m; = m, = 1. This is in accordance
with the fact that lower fading parameter means less fading and improved performance.
However, when m, # my, better performance is achieved when m; > m,, i.e., the channel

fading between (T — TR) is less that the fading between (TR — R) channel path.

o BER for QPSK modulated 1x1 System with J-LS-AS B%R for QPSK modulated 1x1 System with J-LS-AS with different fading parameter
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Fig. 6.7 BER for J-LS-AS Algorithm for (N, 1; N,, 1) OPSK system

(a) Comparison with JAS for m=1 (b) Comparison in different fading conditions

Fig. 6.8 presents the BERs for the J-LS-AS for a(N;, 1; N,,, L,.) system. Performance
improvement of approximately 0.7dB is achieved at higher SNRs. In different fading
conditions, similar results are obtained as in Fig. 6.7 (b). The best performance is achieved

when my; = m,. When m; # m,, better performance is achieved when the m; > m,.
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Fig. 6.8 BER for J-LS-AS Algorithm for (N, 1; N,., L) OPSK system
(a) Comparison with JAS for m=1 (b) Comparison in different fading conditions
Fig. 6.9 presents the BERs for the J-LS-AS for a (N, L;; Ny, L) system. Marginal
performance improvements can be seen with channel estimation when comparing the two
systems. In different fading conditions, the best performance is achieved when m; > m,
unlike in (N, 1;N,, 1) and (N, 1; N,,,L,) systems where the best performance is achieved

with my = m,. The performance degraded when m; < m, as can be seen from Fig. 6.9 (b)
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Fig. 6.9 BER for J-LS-AS Algorithm for (Ng,Lq; N, L,) OPSK system
(a) Comparison with JAS for m=1 (b) Comparison in different fading conditions

184



6.4.2.2  BERs of ]-AR-LS-AS and its comparison with J-LS-AS and JAS.

In this section the simulation results for the J-AR-LS-AS model are presented and are
compared with the J-LS-AS and JAS models. The simulations were performed following
Algorithm 3 where the channel coefficients for pilot symbol transmission were regenerated
using first order auto-regressive process. The performance improvement can be seen from
Fig. 6.10 (a) in terms of BER. Though at lower SNRs, there is very little improvement in
BERs but at higher SNRS, performance improvement of approximately 1dB was achieved. In
Fig. 6.10 (b), we have tested the performance of the system in different fading conditions. We
can see that the best performance is achieved when m; = m,;. When m; # m,, better

performance is achieved when m; > m,, which is in accordance with the results obtained

with J-LS-AS in different fading conditions.
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Fig. 6.10 BER for J-AR-LS-AS Algorithm for (N;, 1; N., 1) OPSK system

(a) Comparison with J-LS-AS and JAS for m=1

(b) Comparison in different fading conditions

Simulation Results for (N, L; N, L) QPSK system with J-AR-LS-AS are presented

in Fig. 6.11. A performance improvement of approximately 0.9dB has been achieved when
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the channel coefficients are regenerated using AR process when compared to the channel
estimation using LS algorithm alone. In Fig. 6.11 (b), BERs in different fading conditions are
plotted and the graph shows that the best performance is achieved when m; = m, and the

performance degrades as m; is decreased over m;.
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Fig. 6.11 BER for J-AR-LS-AS Algorithm for (N, L; N, L) OPSK system
(a) Comparison with J-LS-AS and JAS for m=1

(b) Comparison in different fading conditions
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6.5 Summary and Conclusions

In this chapter we have presented a feedback based method for channel approximation
based on AR process followed by channel estimation of AR parameters for quasi-static
channels. As the proposed methods are based on the fact that very little channel knowledge is
available, pilot symbols have been used to exploit this channel information which is provided
to the AR simulator for channel coefficients approximation. These pilot symbols are further
used for estimating the AR channel coefficients for every frame. Since the pilot symbols are
used only once in Algorithm 1 at the start of the data transmission no wastage of bandwidth
takes place. However, in Algorithm 2, pilot symbols are inserted periodically in between the
data sequence before the transmission of every frame. It can be concluded from the
simulation results that more robust channel state information is achieved when pilot symbols
are periodically inserted as it provides provision for estimation of the AR parameters thus
improving the BER as compared to the channel statistics of Algorithm 1 for same amount of
SNR. Hence a trade-off between the available bandwidth and the bit error rates needs to be
maintained when considering the two algorithms. We have further used Algorithm 2 to
estimate the channel for the direct path for a two-hop DAF relay system. By using the direct
path for channel estimation rather than antenna selection, the complexity of the system has
been reduced. The simulation results present here are for QPSK modulation, however, they
can be easily elaborated to higher PSK constellations for different values of fading parameter
"m'. For simplicity, the channel coefficients in this chapter were approximated based on the
first order AR process only. In future, the algorithms presented in this paper can be
elaborated for higher order AR process and also the data can be modulated using other
complex modulation schemes to fit the needs of the advanced wireless communication

systems.
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Chapter 7 — Conclusions and Future

Directions

In this chapter we present the main contributions of the thesis and suggest future

work.
7.1 Summary of Contributions

This research has addressed areas of transmit and receive diversity to combat the
effects of channel fading, relay transmission for increased diversity, effects of channel fading
on the performance of the relay systems, antenna selection for improved cost and complexity
and channel estimation and modeling for further enhancing the performance in wireless
communication systems. A union of these areas led to the following major contributions:

An extensive literature survey on the various components required for designing a
wireless system model was conducted. Nakagami-m distribution provided the best fit for our
system model where we have considered the performance based on the movements of the
relay node. OSTBC at the transmitter proved to be more efficient in terms of their lower
complexity while coding at the transmitter and decoding at the receiver. MRC at the receiver

further aided in improving BERSs as it is the best combining techniques in terms of improved
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BER. MIMO systems are a proven method for excellent performance enhancements in terms
of data transmission rate and interference reduction, but they have the drawback of increased
cost and power. Relay transmission has proven to provide increased diversity with lower
associated cost and power. Antenna Selection strategies have provided another insight in to
the cost effectiveness of the MIMO wireless systems so we use them to further enhance the
performance of the system. The transmission take place over a wireless channel there is some
information associated with this channel known as channel state information (CSI).
Assuming that CSI is always known is a hypothetical case. In real-time applications, CSI
needs to be calculated. There are a range of channel estimation algorithms available in
literature. LS algorithm is the simplest of them all which requires less power and still
effective so we concentrated on using LS algorithm for channel estimation.

An extensive literature review on MIMO systems and relay transmission provided
directions for this research. As the demand for reliable and efficient communication systems
increases, the major concern comes up to minimize the error probability of the received
signal. By making efficient use of power and available bandwidth on one hand and minimize
the system complexity on the other hand, the cost and processing time of the overall wireless
communication system can be significantly reduced. A simplified two-hop hybrid relay
system was successfully developed which utilized less energy as compared to the
conventional system model with same of transmit and receive antennas. The developed
system performed better than the existing conventional systems. The developed system is
adaptive to any number of transmit and receive antennas, thus, in practice can be used for
either of the SISO, SIMO, MISO, and MIMO system models. Use of OSTBC at the
transmitter for encoding kept the complexity of coding the signals to a low and the use of
maximum likelihood decision decoding kept the complexity of decoding the received bits to

low at the receiver. Use of MRC gave the best possible results in terms of BER. The
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developed is sensitive to fading conditions and even a slight change in the fading conditions
affected the performance of the system, thus, the developed system is capable of working
under different fading conditions. However, different system models with different number of
antenna elements behaved differently based on whether the TR node was moved towards the
source or the destination. Thus, the system is also sensitive to the number of available
antennas elements at either end.

Antenna selection techniques proved their promising solution to high cost MIMO
systems using multiple expensive RF chains. For the same reasons, antennas selection
techniques can be applied to relay transmission with multiple antennas at the source at the
destination. Unlike antenna selection in conventional MIMO systems, where the feedback
path from the destination to the source is provided to carry information about the antennas to
be selected, in this thesis, we have provided the feedback path from the relay to the source.
This reduced the computational complexity of calculating the subsets from each transmit to
each receive antenna thus reducing the processing power. Through simulations it has been
proved that TAS on two-hop hybrid relay systems performed better than the TAS on the
conventional wireless systems in terms of improved BER. The J-TR-AS further performed
better than the TAS on two-hop hybrid relay systems. The developed TAS and J-TS-AS for
the two-hop hybrid relay systems in this thesis are adaptive to any number of transmit and
receive antennas. In this thesis, we have provided antennas selection with ten transmit and
receive antennas out of which we were capable of selecting one, two, three transmit/receive
antennas. Till date no antenna selection has been done with such high number of transmit and
receive antennas. The developed TAS and J-TS-AS for the two-hop hybrid relay systems are
also adaptive to various fading conditions as has been proved through simulations. Overall,
we have successfully developed a simplified TAS and J-TS-AS for the two-hop hybrid relay

systems which is less complex than the existing antenna selection techniques, uses less power
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at the relay, works in different fading conditions, is adaptive to any number of transmit and
receive antennas and above all gives improved performance.

Channel Estimation Algorithms has proved that transmission over a known channel
gives better results. Since there is an existing feedback path in the system for the purpose of
selection of antennas, we decided to utilize this path for providing CSI to the transmitter. For
this purpose, we developed two feedback based channel estimation algorithms depending on
the use of preambles in the data structure and the generation of channel coefficients using LS
algorithm. Since we have assumed a quasi-static channel, the variations in channel after every
frame transmission have been approximated using first order auto-regressive process. The
Auto-Regressive Channel Approximation (ARA) algorithm proved to be bandwidth efficient
where the pilot symbols are inserted only once at the start of data transmission. We also call
this algorithm as Algorithm — 1, and the Joint LS Estimation and AR Channel Approximation
(LS-ARA) algorithm gave better performance in terms of bit-error-rates (BER) as compared
to the ARA algorithm but used more bandwidth as the pilot symbols were periodically
inserted before every frame transmission and is called as Algorithm — 2. It was concluded
from the simulation results that more robust channel state information was achieved when
pilot symbols were periodically inserted as it provided provision for estimation of the AR
parameters thus improving the BER as compared to the channel statistics of Algorithm 1 for
same amount of SNR.

We have further used Algorithm 2 to estimate the channel for the two-hop DAF relay
system. Antenna Selection used only the source-relay-destination path and in the mean time
the direct source-destination path remained idle. So we used this direct path for channel
estimation. By using the direct path for channel estimation rather than antenna selection, the
complexity of the system was reduced. Thus, we developed a joint channel estimation and

antenna selection process based on a simple LS algorithm which uses the first order AR

191



process for approximating the CSI for every next frame based on the CSI from the previous
frame transmission. We called this algorithm as J-AR-LS-AS and it proved to perform better
when CSI was performed in terms of improved bit error rates. The J-AR-LS-AS system also
proved to be sensitive to changes in the fading conditions between the source-relay channel
path and the relay-destination channel path, thus, adaptive to work under different fading

conditions.

192



7.2 Suggestion for Further Study

The development of the two-hop hybrid relay with applied antenna selection techniques and

channel estimation appeared to perform better with improved BER, less computational

complexity, lower power consumption thus giving better quality, wider coverage and more

services. Though this development gave a better insight into the performance of the relay

based transmission systems, there are still many issues to be resolved.

We have assumed that the Nakagami-m fading coefficients are i.i.d. However, in
practical situation, the correlation between the fading coefficients still exists because of
the physical limitations for smaller device forcing the antennas to be spaced closely. The
correlation may significantly influence the performance of transmission system. It is
worth further investigating into error performance over correlated Nakagami-m fading
channels.

The evaluations in this thesis are based on statistical Nakagami-m fading channels which
can be further elaborated and performed using measurement-based channel models for
sub-urban and urban environments like geometric channel models which are more
capable in changing environments and hence are more accurate.

In this thesis, we have focused on MPSK family of modulation and it is worth trying the
system with other modulation schemes like PSAM, QAM etc. to have an insight into the
change in performance levels.

In order to satisfy the increasing demands of the growing number of users on data rates,
the mobile communication system needs to be designed in a way to send bits faster
within a given bandwidth. The main aim of the next generation mobile communications

system is to seamlessly integrate a wide variety of communication services such as high
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speed data, video and multimedia traffic as well as voice signals. Hence a search lies for
higher spectral efficiency.

So far, all the works presented in this thesis have focused on the flat fading case where
only spatial diversity is available. However, future wireless communication systems will
transmit information with symbol duration much smaller than the channel delay spread
and consequently frequency-selectivity will arise in the channel. Future work will look at
system model capable of performing over frequency selective channels that can exploit
both spatial and multipath diversity.

As we have focused on flat fading channels, the ISI between the symbols have been
ignored. In future, relay transmission systems employing orthogonal frequency division
multiplexing (OFDM) space-time coding with single carrier frequency domain
equalization (SC-FDE) techniques can be used which account for ISI as well. Both the
schemes work in frequency-selective environments and have the advantage of lower
processing complexity.

In channel estimation, training—based channel estimation is used. However, the available
bandwidth will be occupied by training sequence. The future research might be the inclusion

of blind channel estimation for possible improvement in the system.
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APPENDIX A

A.1 System and Channel Model when N, =3 and N, =1

A.1.1 Encoding Algorithm: Coding and Modulation
For N; = 3 and N, = 1 the encoder matrix G3 is described as
X1 —Xy; —X3 —X4 X{ —X; —X3 —Xj4
G; =|X2 X1 X4 —x3 X; X{ X3 —X3 (A1)
X3 X4 X1 xp, X3 —Xz X{ X
where the four complex set of symbols xq, x;, x3 and x4 at the encoder input are taken at a

time and transmitted by three transmit antennas in eight symbol periods, hence giving the

transmission rate R = 1/2,

A.1.2 Combining

We define the channel paths Hy, H,, H3 for the (T —TR), (TR —R), and (T — R)

links, respectively, as

hy4

Hy = h12‘ (A2)
hy3

Hy = [hy] (A.3)
hsy

HS = h32‘ (A4)
h33

The signal received at the TR node sees a complex weighted version of the N, = 3
simultaneously transmitted signals weighted by fade coefficients and noisy superposition of

the signals corrupted by Nakagami-m fading and is given by
. B hiy
Yr-TR) = J;[xl X2 X3]|hy,

E
+ng = J%(xlhll +x2h17 + x3h13) +nqy (A5)
hi3
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hll
hi;

E
+ N = E(—xzhu + x1hiz=x3hi3) +nyp (AL6)
has

E
J/(ZT_TR) = E[_xZ X1 —X4]

hll

’E ’E
y(ST—TR) = ?b[_xS X4 Xq] [hIZ +ni3 = ?b(—x3h11 + x4hy2 + x1h13) + g3 (A7)
hi3

hiq
E E
yE}T—TR) = J%[—L} —X3 X2||hyz |+ g = J%(—xd.hn — x3hiz+x2h43) + nyy (A8)
hy3
5 Ep Py Ep
Voorw = (200 x5 51|k |+ s = (2 G + xihay +xihi) trs (A9
hi3
6 Ep M Ep
Yr-tR) = J;[—xz X1 —xg]|hiz| + g = J;(_thII + x1hi—x3hi3) + 146 (A.10)
hy3
7 Ep s Ep -
Yr-TR) = ?[—x’é‘ Xy X{]|hi2| + 17 = J;(—xé(hu + x3hiz + x7hy3) + g7 (A1)
hy3
8 Ep i Ep
Yr-rr) ?[—xf; —x3  X]|hiz2 | + 148 = J;(—xzhn—x;hm + x3hy3) + nyg (A12)
hy3

during time slots 1, 2,... 8, respectively. Or equivalently as

-1 _
Y(T-TR) ,

2 - hy h 0 1 I

Vir_ 11 M2 M3 "

(3?‘ TR) his, —hy; 0 —hyg Ny

J’E}T—TRJ his 0 —hy hp | fiig

y(T—TRJ — 0 h13 _hlz _hll X9 + 1on (A 13)
Yir—r) *hil hiz 13 0* x3| " s :
8 hi, —hi; 0 —hiz[LlXa] [Te

(7T_TR) hiz 0 —hyy hy ny7

Yr-tRy[ 10 his — hi; —hi] i

8
LY(T-TR)

where y(lT—TR)*y(ZT—TR)*y(3T—TR)'yéT—TR)*y(sT—TR)*y(ﬁT—TR)*ygT—TR)* and y?T—TR) is the
received symbol, hqq, hy; and hq3 is the channel, xq, x;, x3 and x, is the transmitted symbol,
and, nqq,Nq2,M13, N4, Nys5, Ny, Ny7 and nqg is the noise during time slots 1, 2... 8§,
respectively.
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, and Y(TR-R) =

- 1 -
Y(T-TR)

hll h12 h13 0 11117
hiz —hyy 0 —hys Ny
his 0 —hy; hyy Ny3
. 0 hiz —hy; —hy Nqy
Defining H; = < hi, Ry O | M = Ny
12 —hi1 0 —hg3 N1e

13 0 —hi; hy, M7

0 hiz — hi; —hiyd 18-
X1
~ | X2
Yrr-p) = Hy X3 + M

X4

A.1.3 Decoding and estimating

8
L Y(T-TR)]

2
Y(T-TR)
3
Y(r-TR)
4
Y(r-TR)
5
Y(r-TR)
6
Y(r-TR)

7
Y(r-TR)

The transmitted symbols can be estimated by following the LS estimation rule i.e.

?(T—TR) = Y(TR-R)- fnv(ﬁl)

Thus to calculate inv(H,), we first calculate the pseudo inverse of H; as

. . . ~H~ __+~H
inv(H,) = H; = (H, H)™'H,

Describing (ﬁlHﬁl) and (ﬁlHﬁl)_l as

hir hiz hag
hiz —hiy 0
11 hiz hiz 0 hy hip hiz 0 hi3 0 —hy
gHg | Mz —hit 0 his hz —hy 0 hz ||10 Mz —hy
PP T ki3 0 —hiy —hi; hiz 0 —hiyy —hy 11 hiz his
0 —his hi —hiy 0 —hiz h;; —hylihi; —hy O
his 0 —hi
0 hijz — hi
Solving (A.17)
H 0 0 0
gHs _ |0 H 0 O
Hy Hy = 0 0 H O
0 0 0 H

where H = 2(|hy1|? + |hi2|2+]h131%)
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—hy3
hi,
—hy,
0
—his
hiz

_h*
11-

(A.14)

(A.15)

(A.16)

(A.17)

(A.18)



—_— H -
Hy H; = 2(lhy1|? + |hy2 |2+ hy3 | DI (A.19)

~He o 1 .
(Hy Hy)™ = (2(”!11|2+|h12|2+|h13|2))l (A.20)

Thus, from (A.15) and (A.16)

. —He i~ H
Ver—rry = (Hy H)'Hy Yrr-p)) (A.21)
X1

He L —H| ~ |x
=@ "By m" | B, x; + N (A22)
X4
X
~ X2 ~He 1 H _
Ya-TR) = |y +(Hy H)™'Hy (A.23)
[ X4 ]
X
- X2 . .
Ya—TR) = |y [ T (A.24)
[ X4 ]

where 1 = (ﬁlHﬁl)‘lﬁlH.M‘ The decision rule can be performed following (4.35). Similar
to previous section, no error correction is performed at the TR node and the erroneous
estimated signal X at the TR node is again modulated using MPSK and transmitted to the
receiver over the channel path H,. The signal received at the receiver from the TR node is
similar to (4.37) and equalized as per (4.6). The signal received at the receiver directly from
the transmitter follows similar combining, demodulating and estimating process such that the

received signal in two time slots is given by
X1

~ | X2
Yr-r) = Hy | | + N3 (A.25)

X4
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is the transmitted block, and, N3 =

- 1 -
Y(r-r)
2
Y(r-R)
3
yE}T—R} X1
Yr-p| . .
where yr_py =| - is the received symbol, |
Y(r-R) xS
6 4
Y(r-r)
7
Y(r-r)
8
LY (T-R)
_n31—
N3z
N33
n . . . . . .
nz: is the noise during the time slots 1, 2, ..., 8, respectively, from the (T — R). Following
N3e
N3z
[ MN3g]

(4.40) the estimate of the transmitted symbols is given by

R ~ He . 4~ H
Ya-r) = (H3 Hs) lHa r-r))

?(T—TR) =

?(T—TR) =

X1

X2
X3

[ X4 |

X1 ]

X3
X3

[ X4 |

~ He 1~ H
+ (Hz H)'Hz My

(A.26)

(A.27)

(A.28)

where # = (ﬁgHﬁg)‘lﬁgH.Ng, H; is the channel matrix and H; = H;H, as defined by

(4.19). At the receiver, the received signals (rg_g) and $(r_g) are combined as

Y = sum(Yrr-r) Yr-r))

(A.29)

Maximum Likelihood demodulation of the signal Y is performed to obtain X following (4.14)

and the decision is made in favor of the symbol with minimum distance following (4.42) as

X = arg minypsg,,, e (|Y — MPSK,

A Pset
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APPENDIX B

B.1 System and Channel Model when N, =1and N, =3

We first define the channel paths Hy, H,, H3 for the (T —TR), (TR — R), and (T — R)
links, respectively, as

Hy = [hy4] (B.1)

Hy = |h2, (B.2)

Hs = |hs (B.3)

The signal X as given by (4.8) is now transmitted by the TR node over the channel H,
to be received by three antenna elements at the receiver. Representing h;,, hy, and h,; as the
complex channels between the TR node and N, = 1,2,and 3 receive antennas, respectively,

the signals received at the receiver are given by

Yrr-p)1 = ho1X + 1y (B.4)
Yar-R)2 = h22X + 1y (B.5)
Yar-R)3 = h23X + ny3 (B.6)

where ny;,ny;, and ny3 are the complex noise added at the three receivers. At the receiver,
the two signals are combined using MRC and the matched filter output is given by

Yrr-r)(®) = (|h3;| + |hZ, | + [R5 DR (L) + (1) (B.7)
where 7i(t) = [ny1(t) nyy(t) ny3(t)]" is the complex noise vector.
The signal received at the receiver directly from the transmitter is given by

Yr-r)1 = hzi1x +nz; (B.8)

Yr-r)2 = hz2x +nz; (B.9)
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Yr-r)3 = hazx +ns3 (B.10)
where ns;,n3; and n33 are the complex noise added at the three receivers. At the receiver,
the three signals are combined using MRC and the matched filter output is given by

Yr-r) () = (R3] + [h3z | + [h3sDx(t) + 7i(t) (B.11)
where #(t) = [ng,(t) n3,(t) ns3(t)]" is the complex noise vector. At the receiver, the
received signals Jrr_g) and Jr_g) are summed as

Y = sum(Yrr-ry Yr-r)) (B.12)
Maximum Likelihood demodulation of the signal Y is performed following (4.14) and the
decision is again made in favor of the symbol with minimum distance to retrieve the signal
with minimum number of errors as

X = argmingpsk,,,, et (Yest) (B.13)

Similar operations can be performed for higher number of receive antennas at the receiver.
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APPENDIX C

C.1 SEP expression for two-hop DAF relay system (SISO

systems)

For Fig. 4.7 (b), the PDF p, . .. (¥) of y(r—) is given by

1 m m . _m}’(T—R)/}_’
_ 1 m— _ :
Py g ) = r(m) (}_’(T—R)) 4 ¢ o €1

and the MGF (A(},(T_R)))) as
N )
Ayon) (i) = Jo Prr_ W7 T-0dly (C2)

sin
(-2 - (1o ) e

A ( 9 —( msin®(0) )m > 0.65 C.4
ra-m) Gin2e)) ~ g¥(r-g)+msin?(6) m = U (C4)

for a non-negative random variable y,y = 0 [199].
For the independently Nakagami-m faded (T — TR) and (TR — R) links (as shown in

Fig. 4.7 (a)), the PDF p, .. (y) can be expressed as [200], (29)]

_ry r? ry
Pran () = Jo 55 Pre-rn (ﬁ) Pyapp@dr  (C3)

By analyzing (C.5), we can see that it involves the pdf terms of y(_rgy and y(rg_p), thus,

following (C.1) the pdfs p, . ., (%) and py .. ., (r) can be written as
my my—1
vy _ 1 my v\ ! —my ry -
Pra-re) (?‘—}’) T(my) (f(r—rn)) (r—}') exp (?(T_TR) ' (r—y))’ and  (C.6)
my
_ 1 ma mo—1 -miq
Py g -r) (r) = [(mz) (}_’(TR —R)) (r)™~ exp (}_’(TR -R) ?‘), €7

respectively. Substituting (C.6) and (C.7) in (C.5) and solving, p, (m)(y) can be expressed as
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) () e [ (s 2o e
= Xe rteTe X
Py(m)(]’) C(m)T(m2) \¥(r—1r) Yrr—r) P Yr—rr) Y(TR R) I

my+m 2
(1+5)7 " exp [— (_m”’ + T )] dr (C.8)
r Y(TR-R)

Yr-tm)"

Since we have considered that m; and m, may or may not be integers but m; + m, is always

an integer, (C.8) becomes

( ) ,ym]_—l ( ml )ml ( mz )mz
y) = > 7
Py ) ['(my)T(my) \V(r-1r) Y(rrR-R)

mi+ms

l ( myq ) I m1 +m2
el > ()
Y(r-TR) Y(TR —R)
k [ my—k—1 myy? mar
X rimz e [— (_ + — )] dr co
14 ‘[0 P Yar-tr)"  YTR-R) €9

Solving further, the pdf of the instantaneous SNR y in (C.9) can be expressed as

o () () e[ (s 2]

= - = Xe — | = + =

Py(m]()’) T(m)T(m2) \¥(r—1r) Yrr—r) P Ya-rr)  Y@TrR=R) 14
(ma—k)

m1+m2 my+my x(mﬁ(m—n)) z mymy -
2= ( k ) ma2¥(r—rR) Kimy—k1 \ 2Ry TamTanrn Yy = 0 (C.10)

Following (C.2), the MGF of y () can be calculated as

(V(m)(sm2(9)) f Py ) (V) €XP (:;M(s))dy(m) (C.1D)

Substituting (C.10) into (C.11), the MGF of yrgy can be written as

A ( q)= 2 (ml )ml( mo )mZ

(ma—k)
m1+m2(m1+m2) (mﬂ’(m R)) 2
m2Y(r-TR)
X my+my— 1ex [ ( + mz + g ) ]
I Y P Yr-tr)  Y@r-r) sin?(9) 14

X Kot | 2 f$ d 12
Im kl( YR) ?(r-m)?(m-m) YR (C.12)
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for the limited case when m; + m; is an integer. Using (6.621.3) in [202], which says

VI@2B)Y T(uAv)r(u-v)

(pr +%)u Yoo (‘” J%)

Definin az(_ml + 2 ) =2 —H2 __ u=m; +myv
& Y(r-tR)  Y(TR-R) 51"2(9) B= Y(r-tR)Y(TR-R) # ! 2

|m, — k|, (C.13) can be expressed as

F(,u+v;v+ ,,u+l'ﬁ) (C.13)

Jy x~texp(—ax) X K, (Bx)dx =

, m ms _ w
—g _ nmq my u U M1Y (TR —R)
(rermy) \Sin2(0) Fmr(ma) \Y(r—rr) YR -R) Ek_o(k) M2¥(T-TR)

VT 2B T(u+vII(p—v)
(u+%)#+v r(u+3)

X

2F1 (# +v;v + ﬁ) (C.14)

If (A(}, (m))) and (A(}, (T_R))) is the MGF of y(rg) and y(r_g), respectively, then the
combined (MGF,(A},W)) of y,q can be calculated as

A?’eq (x) = A(}’(TR))(x)A(Y(T—R)](x) (C.15)

where A(},(TR)) (x) and A(},(T_R))(x) is given by (C.14) and (C.5), respectively. The SEP, F,,

can be calculated as follows: For coherent modulation, the exact expression for P; can be
written as

Pe(¥s) = amQ({/Bms) (C.16)
where a,, and f3,, depend on modulation type. Let a and g be the constants that depend on
the modulation, then the general expression for P, in (C.16) for AWGN can be written terms

of Gaussian Q function as

B.(vs) = aQ(y/29v7s) (C.17)

by setting @ = @,, and g = 0.58,,. Using the alternate Q function given by Q(z) =

%fo /2 exp [251 29] d6@, z > 0, (C.17) can be written as

P, = %J-G’T/z exp [i] de (C.18)

sin2 @

Thus the average error probability in fading for modulations is given by [90]
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P =2[" P (py, (Ndy

Bo=217 J, 2 exp [ZL] d6p,,, (n)dy

=212 [ exp [225] pr, 1)y | a6

B=20"n,, (=%)de (C.19)

sinZ @

where A, (s) is the MGF associated with pdf py, (y) and g = sin?("/p,). Similar

representation can be used to achieve exact P, for MPSK in AWGN as

1 (M—l)rr
~[0f M exp |2 dop,,, (1) dy

5

=4 ew [ o, 0] s

_ M-ty _
P==] /m Ay, (S22 do (C.20)

0 sin2 @
where g, = sinz(”/ M)' Substituting (C.15) in (C.20), the average probability of error for

MPSK in Nakagami-m fading can be expressed as

(M_I)HXM o o G psk
f, 5" Pyny, Ty [ Dy (e T-Rdy | (2225 dB (C21)

_ 1
ST n

in terms of PDF by using (C.2) and (C.11), or by

(M—l)n/ _ _
1 M g g
m fO A(?’(m)) (sin 2(9)) A(?’(T—R)) (sin 2(9)) do (€22)

in terms of MGF. Substituting (C.14) and (C.4) in (C.22), the SEP can be calculated as

s

(ma2—k)
p _ lf(M—l)Tr/M 2 ( my )ml ( ma )mZ « Elu (H) % (ml?(TR—R)) 2
S ndo F(m)T(m2) \¥(r—rr) Yrr-r) =0}k m2¥(r-TR)

VIE(2B8) T(e+v)T(u—v) ) 1. a=p msin2(8) )m)
X (Iu-l_%).uﬂ«' ["(_u+%) 2F1 (u +v;v + e 2 ’a+ﬁ) X ((‘q?(;r_mﬂnsinz(ﬂ) do (C23)

C.2 Error probability of MISO systems

The PDF of y(y_g)for N; transmit antennas is given by [203]
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__1 m mN; mN—1 ( —m )
Pra-m )= r(mN;) (}_’(T—R)) v exp T’(T—R)Y(T_R) (C24)

and the MGF can be expressed as

- s\ ~MN:
4y(s) = [ py(edy = (1-L) 77, m=1,7 = p/(N,R) (C25)

As given by (C.5), the PDF of y(rg) of the (T — TR — R)link is given by

(r)dr (C.26)

_(r_r’
p}’(m)(y) o f(] (r—y)2 Pyt ((r y)) ‘Pyrr-py

where p, TR} and p, (rr—py AT€ the PDFs of y(r_rg) and y(rr—g), respectively, given by

Nymy Nymq—1
Yy 1 mq Ty t —mq
s xp [ =2 27
p}’(T TR)( [‘(N;mﬂ (?(T—TR)) (T—}’ € (]_"(T—TR) (T’ }’)) (C )

ma
m2 ma—1 ( —my )
pV(TR R)( ) F(mz) (Y(m —R)) (T) exp }—,(TR_R)-T" . (C‘ZS)
Substituting (C.27) and (C.28) in (C.26) and solving, p, ) (¥) can be expressed as
yNemit my \"N 0 m, \™ my m;
Nymy+my 2
co mz-l X l [ ( )] ) 9
Jo 7 (1 + r) exp |~ |5~ + y(m o dr (C.29)

where m; and m; are integers. Using (C.9) and (C.10), the PDF of the instantaneous SNR y

in (C.29) can be expressed as

— N mi mz
2},Ntm1+m2 1 ( mq ) t ( ms ) [ ( mq mo ) ]
= - - Xexp|—|= + =
p}’(TRJ(y) [(Nem)I(m2) \¥(r-rr) Y(TR-R) p Y(r-tr)  Y(TR-R) 14
(mz—k)

N:m1+mz Nimq+mo X(mll_’(TR—R)) 2 K, 2 mims >0 30
Z ( k ) m2¥(r-TR) Ima—kl \ “¥(TR) Y(r-TR)Y (TR -R) YTR) = (C.30)

Using (C.11) the MGF of y(rg) can be calculated by substituting (C.30) in (C.11) and the

MGF, (AM) of ¥eq can be calculated using (C.1) and by substituting the respective terms in

(C.12). The SEP, P, for MPSK can be calculated by substituting the respective terms in
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(C.18). For (M = 2), P; can be calculated by substituting in (C.21) and for M = 4, P, can be

calculated by substituting in (4.110).

C.3 Error probability of SIMO systems

As given by (C.5), the PDF of y(rg) of the (T — TR — R)link is given by

_ (v _r? ry
p}’(m)(},) o f{] (r—y)? Pyt ((T_Y)).p},(m_m(?‘)d?‘ (C31)
where Py rrr) and Pyag_g) ar€ the PDFs of y_rgy and y(rr—p), respectively. For an

uncorrelated Nakagami-m fading, the PDF of yy_rg) is similar to the one given by (C.6). For

convenience we re-write (C.6)

mi my—1
Iy L (m ) ()t —m (1
Py—rr) (r—}') T(m) (?(T—m)) (?’_?’ P (?(r-m ' (r—}’)) (€32

The PDF of y(rg_p) at the output of L-branch MRC for i.i.d. Nakagami-m fading is given by

L
(r) = L (_mz )™ rmel=leyp (—2— ), y >0 (C.33)
Py (rr-r) r(myL) P\7 ) h = ;

Yrr-r) Y(rr-R)

thus, forL = N, = 2

1 ma 2m; 2 1 —ma
Py gy (V) = mmz)( ) y2ma= exp( r), y =0 (C.34)

Y(TR-R) V(TR-R)

and for L =N, =3

1 ma 3m; —ma
p}’(TR—R) (}’) = ' (3my) (—) ]/sz_lexp (—-T), y =0 (C.35)

Y(TR-R) Y(TR-R)

Substituting (C.32) and (C.33) in (C.5) and solving, (¥) can be expressed as

Py (rg)

P Y) = — — exp|— | = — Y
YRy I'(my)T(myL) \¥r—rr) Y(TR=R) Yr-tr) Y(TR-R)

- mq+moL
frmatx (1457 exp [—( my” g _mar )] dr (C.36)

r Yr-trR)"  Y(TR-R)

Following (C.10), py ., (¥) can be further written as
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) = 2ym1+Nym2-1 ( my )ml ( my )Nrmz « ox [_( myq 4 my )]/]
Py ra) T(m)T(Nym2) \FPr—r) YR -R) p Ya-rry  V(TR=R)
(ma—k)

my+N-marmq+N,.mo % (ml}?(TR—R)) 2 K 2 mimz > 0 C3?
Z"ZU ( k ) m2¥(r-7R) Ima—k| | Y (TR) Yr-TRYY (TR -R) Yr = 0(C37)

The MGF of y(rg) can be calculated by using (C.11) and the MGF (Ay,,) of Yeq can

be calculated using (C.15). Further, the SEP, P;, for MPSK can be calculated by substituting
the respective terms in (C.21). For (M = 2), P, can be calculated by substituting in (4.110)

and for M = 4, P, can be calculated by substituting in (4.111).
C.4 Error probability of MIMO systems

For an uncorrelated Nakagami-m fading, the pdf of a MIMO system is given by [203]

mN; N, —my
() = (Z) T ymNte Ty 20 (C39)

F(mNeN:) \y

thus, the PDF of y(r_g) for the direct (T — R) transmission can be written as

meN?—
— 1 m mNN,—1 “MY(r-R)
Prer-r) ) = T (mN.N,.) (}_’(T—R)) v ex‘p( Yr-r) ) (C.39)

and the MGF as

oo s¥ —mNg Ny
A,(s) = | Py rpy (Ve dy = (1 -= ,m=>1, (C.40)

From (C.36), the PDF of the (T — TR — R) transmission for a MIMO system can be

expressed as

Npmq—1 Nemoq Nyms
T ( - ) ( —~ ) [ ( - ~ ) ]
— - = Xex - — +_
p}'(””(y) P(Nem )T (Npmo) \¥r-1R) Y(TR-R) p Y-ty Yrr-R) 14

o0 Nemi+Nym 2
[ rme=lx (1+Y) o 2ex;a [—( T )] dr  (CA4l1)
0 Y(TR-R)

r Y(r-TR)"

For y(rgy = 0, solving (C.41) gives

(y)_z},N;m1+Nrm2—1( my )Ntml( msy )Nrmzxex [_( my N ms )y]
Py ra) C(Nem )T (Nymo) \¥r—1g) Y(TR-R) p Ya-rry YarR=R)
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(ma—k)
Nam1+N my N;m1+Nrm2) (ml?’(m R)) 2 K ol 2y mipmz (C.42)
k= m2¥Y(r-rR) Im2—kl| (TR) Yo-te¥ar-py )

The MGF (Areq) of ¥4 can be calculated using (C.15) and the SEP, F;, of MIMO system for

MPSK can be calculated by substituting the respective terms in (C.21).
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APPENDIX D

D.1 BER Validation for Nakagami-m fading channels in

different fading conditions

Fig. D.1 shows the BER of a Nakagami-m faded system for a SISO system following
the baseline approach. Fig. D.1 (i) shows the simulation results for BPSK modulation and
Fig. D.1 (i1) shows the simulation results for QPSK modulation with fading parameter
m = 1,2and 5. As can be seen, the BER improves as the fading parameter increases. This
can be explained on the basis that the Nakagami distribution is often used to model multipath
fading as it can model fading conditions that are either more or less severe than Rayleigh
fading, the lower the fading parameter the worse the fading, the higher the fading the lesser
the effects of fading.

BER of BPSK modulated 1x1 system BER of QPSK modulated 1x1 system
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Fig. D.1BER of SISO System with m=1, m=2, and m=35, for BPSK and QPSK modulated

Nakagami-m faded channel model

Fig. D.2 shows the simulations results for MISO system following the baseline
approach for different fading parameters. The simulations are carried out for the wireless

model with two and three transmit antennas with G; with rate R = 1 and with G3 with rate
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R = 1/2, respectively. Fig. D.2 (i) and (ii) shows the BER when the transmitted sequence
was modulated using BPSK and QPSK, respectively, with m = 1,2 and 5 and the figures

show that the BER improves as the amount of fading decreases.

o BER of EPSK modulated MISO system o BER of QPSK modulated MISO system
10 10
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Fig. D.2 BER of MISO System with m=1, m=2, and m=35, for BPSK and QPSK

modulated Nakagami-m faded channel model

Fig. D.3 shows the simulations results for SIMO system following the baseline
approach for different fading parameters. The simulations are carried out for the wireless

model with two, three, and four receive antennas with MRC performed at the receiver.

BER of BPSK modulated SIMO system BER of QPSK modulated SIMO system
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Fig. D.3 BER of SIMO System with m=1, m=2, and m=35, for BPSK and QPSK modulated
Nakagami-m faded channel model

Fig. D.3 (i) and (ii) shows the BER when the transmitted sequence was modulated
using BPSK and QPSK, respectively, with m = 1,2 and 5 and the figures show that the
results are in consistent with the fact that as the effect of fading lowers the BER improves.
Fig. D.4 shows the simulations results for the conventional MIMO systems with different
fading parameters. The simulations are carried out for two different wireless MIMO models
N, =2,N, =2, and N, = 2, N, = 3. With two transmit antennas the sequence is encoded
with G, and three transmit antennas the sequence is encoded using G3. Fig. D.4 (i) and (ii)
shows the BER when the transmitted sequence was modulated using BPSK and QPSK,
respectively, with m = 1,2 and 5 and the figures show that the BER improves as the amount

of fading decreases.

4 BER of BPSK modulation for MIMO system
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BER of QPSK modulated MIMO system
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Fig. D.4 BER of MIMO System with m=1, m=2, and m=35, for BPSK and QPSK modulated

Nakagami-m faded channel model
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