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Abstract

This thesis investigates and proposes algorithms that support the automation of 3D

mesh segmentation process. 3D mesh segmentation is an important task employed

to decompose 3D mesh into meaningful parts according to application context. The

process suffers from being subjective, as the output can differ from one person to

another. This has prohibited the automation of the process and made it harder to

be parameter-free. The automation of such technology enables so many dependent

applications to advance. Examples include 3D mesh databases, 3D animation and

deformation transfer. Deformation transfer specifically was one of the motivations

for this research as it is an efficient methodology for mapping deformations among

several objects.

The current 3D mesh segmentation literature includes several methods that try

to optimize the resultant 3D parts quality to be as close as possible to the common

minima rule criteria. This has reached plausible quality in recent years and even hy-

brid approaches have emerged that augment multiple techniques power. However,

further investigation has the potential to discover new approaches for some areas

in the field. According to the latest surveys and the author’s critical review, the

missing parts are in the input parameters dependency and the real-time processing

ability. These two areas can boost the field of 3D mesh segmentation enormously

and make it a handy method for many studies such as autonomous robots.

xiv



xv

Algorithms are proposed to tackle the area of parameter dependency by design-

ing a parameter-free framework. If parameters are inevitable, they will be mesh

independent and just output controlling parameters that for instance increase or de-

crease the number of cutlines. The algorithm transforms the problem from the 3D

domain into the 2D one. Through the aid of topology algorithms and statistical

algorithms, the algorithm can locate the cutlines of the input mesh using an input

criteria such as the minima rule. The topology algorithm such as 2D footprint, ver-

tex antipodal location, and graph theory algorithms adds more information to the

input mesh. The statistical algorithms manipulate the data sets and enable opti-

mized mining of knowledge. The algorithm main core loops feature independence

between the mesh vertex ,which enables the parallelization of them.

The innovation in this approach emerges from the fact that it is generic for any

mesh, parallel-processing ready, and independent of the cut criteria. This makes

the provided algorithms a base for many applications of the 3D mesh segmentation

process. An important part of the algorithm, which is the vertex antipodal location,

can also serve other applications as is and can solve many problems in the mesh

processing domain.

The proposed algorithms have been tested and benchmarked against the latest

works and databases from the literature. The algorithm show competitive accuracy

when compared with the literature. Even if the benchmarking values are not the best

along all metrics, the algorithm can still be favored as it is an automated one, which

works autonomously and in batch modes. The impact of these proposed algorithms

is tested in a computer haptics domain application, which shows how deformation

can be automatically transferred between objects that share certain similarities.
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Chapter 1

Introduction

The processing of objects can be made easier when they can be decomposed into

smaller parts. These parts are extremely useful when they can be associated with

meta data that makes them identifiable to humans and automated processing algo-

rithms. This argument can be seen in nearly all fields such as medical analysis of the

human body or geographical analysis of the planet earth. 2D Images and 3D mesh

follow the same rules and are easily identifiable when decomposed into smaller

parts. 2D segmentation has attracted a lot of interest from researchers and com-

mercial applications are already in the market such as advanced photo editing tools.

3D mesh segmentation is relatively new compared to the 2D segmentation domain

and is now required to catch up to the rapid advances in 3D rendering hardware and

software.

A high level definition of 3D mesh segmentation is that it is the process of

decomposing an input mesh into parts based on a provided criteria. As will be

seen in the next chapter, there are variants of this process and its inputs and outputs.

This thesis will focus only on 3D boundary meshes and on part-type decomposition.

Many principles can be adopted from this thesis to apply to other types of 3D mesh

1
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segmentation but with certain adaptations. 3D boundary mesh is usually a set of

vertices, edges, and faces that represent the boundary of the represented topology.

3D mesh segmentation is not a totally new field and many concepts were con-

sidered from related fields such as 2D image segmentation, finite element mesh

partitioning and statistical clustering. The first approaches to such problems always

start with semi automated techniques that ask the user for more information rather

than inferring them from the input object. In 3D segmentation this can be critical

and anti-automation such as asking the user for the segments count [1], or it can be

just for tuning parameters [2], can be automated later on if there is an automated

testing method.

The motivation behind this research is the full automation of the 3D mesh seg-

mentation process. The target is to have a parameter-free framework that can infer

cutlines without dependency on objects or users. This target is essential for the

evolution of the 3D mesh segmentation domain from theory to be practically used

by experts and non-experts of 3D computer graphics. Besides, batch processing of

3D mesh is crucial if 3D databases are to be realized as searchable for automatic

engines.

To fully achieve this goal, there are certain questions that need to be investigated:

1. Is there a method that people commonly follow to cut 3D mesh?

2. Is the data of the 3D mesh, which comprises only vertices and faces enough

for the processing?

3. Can this method be automated?
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1.1 Challenges in 3D mesh segmentation

The 3D mesh segmentation domain is a relatively new one and still requires more

development [3]. The main challenges that need further research are: input mesh

dependent parameters, automatic evaluation of output, real-time processing, and

benchmarking of different algorithms. These different aspects are challenging tasks

but having them realized is necessary for the future of the topic. The important

notice here is that without the first challenge, which is the full automation of the

process, all the validity of other challenges will be in question. Thus, it is important

to make sure that existing parameters dependency is relaxed and removed. Fig-

ure 1.1 shows the current challenges and the effect of the process automation on its

efficiency and utilization.

1.1.1 Parameter dependency

Parameter dependency or the presence of the human in the loop is a drawback of

most of the existing 3D mesh segmentation techniques. Critical parameters, such

as the number of segments, need to be avoided absolutely. Tuning parameters such

as the internal clustering algorithm can be tolerated given that a generic input will

produce an acceptable output. The ultimate goal is to eliminate the need for param-

eters. However this is not an easy task due to two factors. The first is that human

beings themselves may segment the same mesh in different ways. The second is

that the process of segmentation is not yet deterministic with a single solution. Dif-

ferent solution can still be accepted as the mesh originally represent a continuous

domain and discretized vertices do not capture the whole continuum.
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Figure 1.1: Current challenges of the 3D mesh segmentation process.

1.1.2 Output evaluation

The output of the 3D segmentation process is a set of cutlines or a set of sub-

meshes. Both of these sets are currently evaluated manually through the human

eye. Automating such process of output evaluation is a challenging one. The main

problem is that the small output parts are not easily recognized semantically. With-

out automating the evaluation part, the segmentation process will not be a fully

deterministic one.

The key to solve such a challenge is the addition of meta data and characteris-

tics of the whole input mesh and its possible sub parts. This has to follow pattern

recognition methodologies to be able to expect the output and judge its validity and
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quality. An example would be that a human body is expected to have six main parts:

The head, body, hands, and legs. A leg is expected to follow a cylindrical topology

and so on. This needs hybrid approaches that can make the best combination of 2D

and 3D domains.

1.1.3 Speed and real-time performance

The advances in computer hardware and software created a high demand for real

time processing powers. An online algorithm is highly desirable for the interactive

nature of immersive computing environments. The 3D mesh segmentation pro-

cess is still a resource consuming process. This is due to the fact that it needs to

process nonlinear inputs and cluster them using nonlinear algorithms [4] from a

performance point of view.

Parallelization of the process is one of the main solutions to such a problem.

Currently, central processing units (CPUs) and graphical processing units (GPUs)

feature multiple cores, which can be really a large number as in the case of modern

GPUs [5]. However, the core question is whether the segmentation process is ready

to be parallelized or not. To have this feature, the process core time consuming

loops needs to have a certain level of independence on the input data to each loop

iteration. Besides, the data needs to be easily integrable at the end of the indepen-

dent processing threads.

1.1.4 Benchmarking literature algorithms

Benchmarking 3D mesh segmentation algorithms output is a major challenge that

has attracted high attention in recent years. Chen et al. [6] have proposed a set of
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metrics and have collected a benchmark database generated from users feedback on-

line. The main focus was to build the metrics and the database to reflect the quality

of the literature algorithms when compared to human collected samples. However,

there is the main problem that needs to be attended as well. The algorithms do not

operate on the same input parameters. They are usually semi-automatic and can

have advantages over each other based on the input parameters.

For these benchmarking tools (i.e. reference data and metrics), the algorithms

need to be fully automated with the same input and same expected output. New

metrics might even arise when the algorithms are ready that test other measures

such as speed and convergence.

1.2 Contributions

The mentioned major challenges and others make the 3D mesh segmentation do-

main a demanding problem for further research and investigation. This thesis con-

tributes to the main major challenge, which is the automation of the process and

also enables further improvements towards real-time speed and optimization. As

mentioned before, parts of the proposed algorithm can also be used as stand-alone

solutions for other problems in computer graphics and other domains. The contri-

butions of this thesis can be listed as folllows:

Generic parameter-free 3D mesh segmentation algorithm : The proposed algo-

rithms are independent of the input 3D mesh altogether and avoid the involve-

ment of human feeds. The scissoring criteria is an input to the algorithm and

thus it can be adapted based on the application context. Usual application uti-

lizes the minima rule from the cognition theory but other criteria are allowed,

such as diameter-based segmentation [7].
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Parallelization-ready algorithms : The algorithm loops operate on each vertex

independently, which enables parallel processing of the input mesh using the

advances in GPU computing.

Antipodal location algorithm : This algorithm is an important methodology in

the problem of 3D mesh segmentation. It also serves other problems in the

domains of robotics, topology, and geography.

Automation of related fields : A direct benefit from the proposed algorithms is

the algorithm of deformation transfer, which used to be done manually. The

algorithm can now operate autonomously and in batch mode as well. A study

in computer haptics is shown that makes use of this important methodology to

collect data. Another common use of the proposed algorithm is in generating

3D mesh skeletons. The proposed algorithm produce qualitative skeletons

autonomously with desired traits such as being centered and hierarchical.

1.3 Thesis Organization

The thesis is divided into seven chapters, the rest of the thesis will be organized as

follows:

Chapter 2 presents the literature review and related work. This includes a critical

review and shows how the proposed research fits with the literature. The

chapter also has high level view of the proposed framework.

Chapter 3 demonstrates the supporting methodologies of the different modules of

the proposed algorithm. This covers different phases of the segmentation pro-

cess, starting with the data preprocessing phase, and ending with the results
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postprocessing one. The discussed algorithms include 2D and 3D antipodal

location, cutlines connection, and cutlines smoothing.

Chapter 4 shows the main framework of the proposed 3D segmentation algorithm.

This is accompanied by results, complexity analysis, and comparative studies

against the literature algorithms using the recent benchmarking metrics. The

used metrics are: The used metrics are: cut discrepancy index (CDI), Ham-

ming distance index (HDI), global consistency index (GCI), local consistency

index (LCI), and rand index (RI). These metrics are proposed in the literature

and have been used in several publications.

Chapter 5 discusses the study of deformation transfer between isometric objects

using the proposed algorithm. The chapter investigates the problem state-

ment, proposed solution and experimental results.

Chapter 6 investigates the 3D mesh skeletonisation study. The skeletonisation of

3D meshes is a related field to the 3D mesh segmentation. The automation of

the process supports many application such as gait analysis and 3D animation.

Chapter 7 is the last chapter. This chapter is dedicated for concluding remarks

and possible future research directions. 3D mesh segmentation is a rapidly

growing field and continuous development is required to make it close to

classic related fields such as 2D image segmentation.



Chapter 2

Literature review

The literature of 3D mesh segmentation is not relatively large. This is due to the

fact that 3D mesh segmentation is in its beginning when compared, for instance,

with image segmentation [3]. However, in recent years an increasing number of

researchers have been attracted to the field. The field has many potential areas

for contribution and the 3D application in general are debated topics because of

the widespread of recording and displaying tools [8]. The 3D segmentation is an

essential tool in the 3D geometrical processing field. This chapter aims to survey

the literature, critically define the gap areas, and lay the foundation for the rest of

the thesis.

The 3D mesh segmentation problem is a challenging one. Under certain condi-

tions [9] it can be a nondeterministic polynomial time (NP) complete problem [10].

If the sub meshes count is equal to k and the number of mesh elements is equal to

n, then the search space is of order kn. This means that a complete enumeration of

all possible solutions is not possible because of the large size of the solution space.

An approximate solution is sought instead and thus it needs careful inspection.

9
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2.1 3D mesh segmentation

The field of 3D geometric processing started to grow with the increasing demand

of 3D graphics content. The processing of the 3D input utilizes algorithms from

mathematics, computer science and other fields to transform it into other formats.

These formats enable efficient storage [11], manipulation [12], and analysis [13]

that cannot be easily done on the raw 3D formats. 3D mesh segmentation is one of

these geometric processing algorithms that targets the simplification of the 3D mod-

els into smaller meaningful parts within a context. The output of the segmentation

process is useful in many applications such as 3D mesh databases, 3D animation,

mesh parametrization and others.

2.1.1 3D mesh segmentation definitions and applications

The 3D mesh segmentation can be defined basically over a 3D mesh according to

[4] as:

”3D Mesh segmentation ∑: Let M be a 3D boundary-mesh, and S the set of

mesh elements, which is either V , E or F . A segmentation ∑ of M is the set of

sub-meshes ∑ = {M0, ...,Mk−1} induced by a partition of S into k disjoint sub-sets.”

The segmentation is done based on a criteria function J, which needs to be min-

imised or maximised under set of constraints C. C can be empty for simple cases.

The J function works as a classifier that places the mesh elements into separate sets.

The criteria function is application dependent and while general ones are usually

used, customised ones can be designed.

An example of the process elements can be seen when using a shape diameter

function (SDF) criteria function. The function can be defined as the variance of the

distance between a mesh vertex and its antipodal vertex. The goal here would be to
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minimize the variance and a required constraint would be that a certain number of

segments is expected.

The 3D mesh segmentation can be used as a stand-alone process and as a tool

within other processes. The segmentation into smaller parts enables semantic label-

ing of the sub parts. This facilitates sorting, searching, and characterising the small

parts. Applications that can make use of this include 3D databases, 3D skeleton ex-

traction, mesh parametrization, morphing and deformation transfer. Many of these

are heavily dependent on the accuracy of the segmentation and in most cases cannot

work properly without it.

Many other domains from the computer science literature share similar concepts

with the 3D mesh segmentation. This includes 2D segmentation and clustering

domains. All of these share the properties of being search problems in large spaces

where heuristics are required to bound the time and guarantee convergence and

results fidelity. These shared properties affected the early development of the 3D

mesh segmentation techniques and many used similar concepts from the related

domains. Unfortunately, this created a set of limitations, as will be seen in the next

section, on the output and utilization of the 3D mesh segmentation.

The input to the process of 3D segmentation is usually a 3D boundary mesh. An

example of another input is computed tomography (CT) scans [14, 15, 16], which

can be reconstructed or processed individually. The common 3D mesh input format

is a challenging one due to the following factors:

1. There is no function to describe the whole mesh or locate its vertices. The

mesh is a set of components, which are vertices, faces, and edges.

2. The 3D mesh does not have any meta data associated with its individual com-

ponents.
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3. There are no predefined relations or grouping among the mesh components.

The output of the 3D segmentation process can have different formats. The gen-

eral classification of the output format is to be disjointed sets of mesh components

or set of cutlines that outline the borders of these disjointed sets. Each of these for-

mats can be inducted from the other and thus either of them is usually acceptable.

The main challenge with the output of the 3D segmentation is that it is not unique.

Segmentation used criteria determines the output and the criteria is usually based

on the application context. Another challenge is the validation of the output. So

far, the recent benchmarks proposed in the literature [6] use manual segmentation

as their reference. This is due to the nature of the segmentation process, which is

subjective rather than objective [17].

Segmentation criteria is an important part of the 3D segmentation algorithm.

Examples of used criteria include diameter length [7], resemblance to geometrical

objects such as ellipsoids [18], and minima rule [17]. The minima rule specifically

is one of the common approaches for segmentation and according to the cognitive

theory, is the closest to the human approach [19]. Thus, in this thesis, the minima

rule will be used. However, the proposed algorithms are open for any other criteria.

Figure 2.1 shows the 3D segmentation process flow, possible inputs, and outputs.

2.1.2 Types and classifications of 3D mesh segmentation tech-

niques

Using a high-level classification [3], there are two types of 3D mesh segmentation:

surface-based type and part-based type. Both of these types of algorithms can be

further classified, as shown in figure 2.2, based on the usage mode to: interactive,

semi-automatic, and automatic. The two extremes are being totally interactive or
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Figure 2.1: 3D mesh segmentation flow diagram.

totally autonomous. Most of the research contributions target the semi-automatic

approaches. This is due to their dependency on tuning and object-dependent pa-

rameters that make the intervention of the users inevitable.

In the patch-type or surface type 3D mesh segmentation, the objective is to

partition the surface mesh into patches under criteria such as, planarity or size of

convexity. This type can be used in many applications such as texture mapping [20],

remeshing [21], simplification [22], compression [23], and morphing [24].
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Figure 2.2: 3D mesh segmentation high level classification.

On the other hand, the part-type 3D mesh segmentation aims to segment the ob-

ject represented by the mesh into meaningful parts or components. Some of the ap-

plications that are based on that segmentation type are: shape matching [25], shape

reconstruction [26], object skeleton creation [27], collision detection [28], and ani-

mation [29]. Figure 2.3 shows examples of patch-type and part-type segmentation

techniques.

There is no single technique yet, which is more suitable for part-type or patch-

type techniques. The decision on which algorithm is to be used has a significant

effect on the segmentation results and is strongly linked to the desired goals of the

mesh segmentation process. The next section surveys the literature of the 3D mesh

segmentation methodologies.
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Figure 2.3: Part 3D mesh segmentation vs. surface 3D mesh segmentation [3].

2.2 Related work

The literature of the 3D mesh segmentation problem is relatively small when com-

pared to other domains such as 2D image segmentation. However, the interest in

the problem is growing as the 3D media availability is increasing. There are not

many commercial applications yet that utilize the advances in the literature but are

expected very soon to complement the advances in computer vision. In this section

the related works are surveyed and classified according to the level of user interven-

tion in the process. Other surveys that have different classification approaches can

be found in [3, 30, 31, 32, 33, 34]. The proposed approach in this thesis aims to

compete against the last class of fully automated methodologies.

2.2.1 Interactive approaches

This class of algorithms contains the manual or highly supervised techniques. The

challenge in this class is to minimize the user interactions and provide accurate
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results that meet the user requirements. As shown in figure 2.4, the interactive 3D

segmentation programs expect the user to draw some lines or click in certain areas

to detect cutlines and segment the underlying 3D mesh.

Figure 2.4: Example of interactive 3D mesh segmentation applications [30].

A recent survey by Meng et al. [30] inspects the works in this class of algo-

rithms. The survey also, evaluated the literature algorithms and created a ground-

truth segmentation data-set. The authors classified the approaches to the following:

• Region growing: The algorithms in this class are greedy. The start is a seed

where the neighborhood is tested for inclusions and the algorithm stops when

there are no more neighbors to include or a metric requirement is met. The

seeds are provided by the user. Ji et al. [35] used an improved feature-aware

isophotic metric while Wu et al. [36] used two dimensionless feature sensitive

metrics. The advantages of this approach include accuracy, the small number

of required seeds and the tolerance to noise. The disadvantages include that

it is time consuming and the possibility of over-segmentation.

• Random Walks: In this category the computations use the probability value

computed by minimizing a Dirichlet energy [37]. The user provides a number

of triangles as seeds where the number of seeds is equal to the number of
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the desired parts. For each other triangle the probability is calculated for a

random walk to arrive to the seed triangle. An example equation is used in

[38]

Pl( fk) =
3

∑
i=1

Pk,iPl( fk,i) (2.2.1)

where fk,i are the neighboring triangles of fk and Pl( fk) is the probability of

the random walk.

• Bottom-up aggregation: This approach starts with the introduction of multi-

scale geometric similarity measure between neighbor mesh elements. The

mesh elements are then iteratively aggregated with an adaptive process to re-

duce the computational cost. The aggregation process is based on the statis-

tics of curvature to recognize consistent geometry. Xiao et al. [39] imple-

mented the random walks using curvature statistics while Papaleo and De

Floriani [40] a semantic-based approach. The user input here is the selection

of features or annotations to aggregate the base on.

• Graph-cut: This is one of the common approaches in computer graphics

where a minimum graph cut determines the optimal part boundaries. An ex-

ample cost function E(A) is

E(A) = λ ∑
p∈ρ

Rp(Ap)+ ∑
{p,q}∈N

Bp,q(Ap,Aq) (2.2.2)

where Rp(.) is the penalty cost, Bp,q(., .) is the sum of the costs of edges along

the partition boundary and A = (A1, ...,Ap, ...,A|ρ|) is the binary partitioning

vector. The optimal minimization of this function is obtained by using a min-

cut/max-flow algorithm. Related works in this area are the papers done by
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Funkhouser et al. [41], Brown et al. [42], and Fan et al. [43]. They all share

similar methodlogies but differ in the expected input from the user and in how

interactive the developed software is.

• Harmonic field based: The user input here is a foreground seed set U and

another background one V . The goal is to solve the Poisson equation

ΔΦ = 0 (2.2.3)

with boundary constraints Φ(χ) = 1,χ ∈ U,Φ(χ) = 0,andχ ∈ V . The har-

monic field can be viewed as a smooth interpolation between the constraints.

Methods here have more discriminative power for cutting out protruding se-

mantic parts. However, there are limitations in processing non-manifold mesh

surfaces [44]. Zheng and Tai [45], Lefohn [46], and Zheng et al. [47] are ex-

amples of algorithms in this area.

2.2.2 Semi-automatic approaches

The second category of 3D mesh segmentation approaches is the semi-automatic

ones. This is the most common class of approaches and contains the highest per-

centage of the literature research. Some of the used techniques in interactive ap-

proaches are used in this class as well. However, the difference here is in the ex-

pected input from the user. The user here is expected to provide tuning parameter

values and not to touch the 3D object directly or sketch on the 3D mesh. Semi-

automatic approaches are sometimes considered to be fully automatic if certain do-

mains are considered such as CAD models or certain quality is satisfactory such

as in [48]. The criteria that will be used here to classify the approach to be semi-

automatic if:
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1. it has parameters other than the 3D mesh;

2. these parameters are not related with the segmentation method. An example

of this is the relation between the minima rule and the angle threshold to be

used as shown in figure 2.5; and

3. these parameters are related with the 3D mesh. So their values are dependent

on the input 3D mesh and hence will definitely need a user intervention.

Figure 2.5: The minima rule defines the seeds of cutlines.

The approaches here can be classified from the required parameters point of

view, as shown in the figure 2.2. As this category has relatively more literature than

others, it can be classified on two basis stages as follows:
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• Non-parametric: In this technique the algorithm stops based on a quality

criteria. The quality criteria is application dependent and can be controlled

by the user. The main drawback of this approach is that it over-segments the

underlying mesh thus, merging techniques are usually required in the post

processing phase. Under this category there are three different techniques:

– Region growing: The greedy region growing algorithm is also used in

semi automatic approaches. The number of desired clusters is unknown

and the region start seeds are selected randomly. This has the advan-

tage of being simple. However, a disadvantage is its dependency on the

initial seeds’ locations. Pure random selection of the seeds location can

generate bad segmentation results.

The algorithms that use a region growing approach differ mainly in the

judgement criterion that make the regions grow. Kalvin and Taylor [49]

approximates a cluster to an ellipsoid. Lavoué et al. [50] used an al-

gorithm that is based on the curvature tensor field analysis but applied

it mainly on Computer aided design (CAD) models. Sheffer [51] in-

troduced a modeling system called Shuffler that uses region growing

patches based on convexity and compactness in its initial stage. Zhang

et al. [52] also employed a region growing scheme in the second phase

of their approach, which is based on the vertices curvature.

– Multiple source region growing: Multi source region growing is a

common variation of the region growing approach. Here, the seeds start

from different locations and grow simultaneously in parallel. The dif-

ference between the two can be seen in figure 2.6.

Example algorithms of this approach include texture atlas generation
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Figure 2.6: Region growing vs. multiple source region growing [3].

[53]. The texture atlas algorithm first extracts feature contours and use

them to define region boundaries. Another example is watershed region

growing [54], which has multiple variations. The seeds here are located

using a definition of a height function where the algorithm finds all local

minima of that function. The variations are due to differences in the def-

inition of feature energy or the height function, where the water goes up

inside. Zhou and Huang [55] used Accurate geodesic distance (AGD)

that is calculated based on Dijkstra’s shortest path [56] method. Wu and

Levine [57] used electrical charge distributions over the mesh where

the charge density corresponds relatively to the sharp convexities and

concavities. Sun et al. [58] used the normal variations within a neigh-

borhood of a vertex. Page et al. [59] defined a height function between

adjacent vertices using Euler’s formula:

fuv = kmax cos2 θ + kmin sin2 θ (2.2.4)

where kmax and kmin are the maximum and minimum curvature. θ is the

angle between the maximum principal direction and the vector connect-

ing u and v in the u tangent plane.

Multiple region growing shares the drawbacks of the region growing
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where the seeds initial locations have a large effect on the results. How-

ever, sometimes region growing is mixed with iterative approaches and

the seed locations are redefined in every iteration.

– Hierarchical: Hierarchical approach for 3D mesh segmentation can be

viewed as the bottom up construction of a tree. This is again a greedy

approach similar to region growing. However, it can be seen as global

greedy because it considers all clusters before taking a merging deci-

sion. Different techniques exist within the hierarchical approach and the

difference between them is again the merging criteria. A drawback of

the hierarchial mesh segmentation approach is that discontinuities may

appear in the results.

Examples of the hierarchical approach in 3D mesh segmentation in-

cludes the work of Sheffer [60] where the mean squared distance of a

patch to the best fitted plane is used. Gelfand and Guibas [61] used slip-

page similarity scoring to merge vertices. Attene et al. [48] generalized

the fitting to more primitives such as planes, spheres, and cylinders. The

cost of merging where calculated was based on the fitting errors against

all possible primitives.

– Implicit: The implicit approach is different than the other non-parametric

approaches. It defines the boundaries between the clusters rather than

defining the clusters themselves and hence they are implicitly defined.

Two main techniques can be found under this category:

∗ Top down approach: This is an opposite approach to the hierarchi-

cal approach. The start here is with the whole object as the root

of the tree and then it is partitioned to smaller parts. The algo-

rithm uses a stopping condition for partitioning such as a certain
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tolerance part level that is met or the number of levels of parts is

reached. Graph cut can be used here as a post processing step for

border smoothing [62].

Katz and Tal [63] used geodesic distances and convexity. They de-

fined a hybrid algorithm that uses iterative clustering and graph cut.

Lien et al. [64] used the same approach for segmentation and skele-

tonisation where the tolerance threshold was defined through the

quality of the approximated skeleton and a concavity measure of

the mesh.

∗ Inferring: Inferring start by extracting the mesh skeleton, which

is a 1-D representation of the mesh. This makes use of the close

relation between segmentation and skeletonisation processes. Li

et al. [65] used a plane perpendicular to the skeleton branches to

identify critical points. Raab et al. [66] used bead-like primitives

by first extracting a voxelized skeleton.

Other approaches also exist that are based on image segmentation.

Gu et al. [67, 68] used geometry images to segment 3D meshes.

• Parametric: In this technique the user must determine the number of parts

beforehand. Otherwise a meta-algorithm should be used to infer that piece

of information. This is a strong constraint on the algorithms of this category

as such information of the number of parts are not easily deducted without

human existence. Two main approaches that exist under this section:

– Iterative: This approach solves the problem by iteratively searching

for the best segmentation for a given number of desired clusters. K-

means [69] algorithm is considered to be the main technique used here.
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It starts with start k representatives, which represent k clusters and they

are recalculated on every iteration. The algorithm stops when there is

no change in assignment of the representatives. An important issue with

the iterative methodology is its convergence. This is dependent on the

choice and calculation of the representatives.

Shlafman et al. [1] proposed a k-means based face clustering algorithm

and used the following equation to define the distance between two faces

( f1, f2):

PhysDist( f1, f2) = (1−δ )cos2(α)+δPhysDist( f1, f2) (2.2.5)

where α is the dihedral angle between the face and PhysDist function

is the geodesic distance. Wu and Kobbelt [70] used primitives such as

planes, spheres and cylinders to create planar shape proxies. Julius et

al. [71] used quasi developable patches as proxises such as unions of

uniaxial conics. Shatz et al. [72] also approximated the 3D meshes

by a developable surface in order to extract the analytical boundaries

between the approximations.

– Spectral analysis: This is based on the spectral graph theory [73]. The

graph partitioning problem is reduced to the geometric space-partitioning

one. Spectral analysis has the advantage of combining segmentation and

smoothing in one process. An important tool used in this category is the

graph Laplacian, which can be defined as the matrix L:

L = D−A (2.2.6)
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where A is the adjacency matrix of the graph and D is the diagonal ma-

trix. Examples of research in this category include the work by Liu and

Zhang [74, 75] where a sub mesh embedded in 3D is spectrally projected

and a contour is then extracted. Another example is the work by Zhang

et al. [76], which uses the variation within a segment using eigenvectors

of a dual Laplacian matrix whose weights are related to the dihedral an-

gle between adjacent triangles and a regularisation term measuring the

length of the boundary between segments.

2.2.3 Automatic approaches

Fully automatic approaches operate equally on all types of input meshes. The user

of these approaches does not need to tune any parameters based on the input. The

allowed parameters are the ones that control the results quality in general and are

not mesh dependent. This section will list these approaches, the used parameters,

and their relationships with the input meshes.

An example algorithm in this category is the one using a shape diameter function

(SDF) by Shapira et al. [7]. The SDF-based algorithm uses volume information col-

lected from the mesh to perform the 3D segmentation process. The SDF is a scalar

function defined over the mesh surface and measure the diameter of the mesh in

local neighborhoods. A point SDF is the weighted average of all ray lengths, which

falls within one standard deviation from the median of all lengths. Figure 2.7 shows

an example of the SDF method calculation for 3D hand object. Mathematically

speaking, the normalized SDF for a face is calculated as follows:

nsd f ( f ) = log(
sd f ( f )−min(sd f )

max(sd f )−min(sd f )
∗α +1)/ log(α +1) (2.2.7)
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where sd f : F → R is the sdf function and α is a normalizing parameter. The

segmentation algorithm is composed of two steps: soft-clustering of the mesh faces

to k clusters based on their SDF values, and k-way graph-cut to include local mesh

geometric properties.

Figure 2.7: Shape diameter function calculation.

The SDF-based algorithm uses the following parameters in its calculations:

• Cone angle: The used default opening angle for the cone is 120◦.

• Number of rays: The used default in the paper is 30.

• normalized SDF of face α: The used default value is 4.

• Partitioning candidates: The recommended default value by the authors is

5 [6].

The advantage of these parameters is that they can be fixed and that they are

not related to the input mesh. However, there are two comments on the above
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parameters. The first is that the default values are determined based on the authors

experience and not on a mathematical model. The second comment is that the

parameters are not orthogonal on each other and it is difficult to define relationships

between them.

In general, there are not many 3D mesh segmentation approaches that are quali-

fied to be fully automated. Thus, it is important to develop new algorithms and also

improve understanding of the human approach of 3D mesh segmentation to have an

efficient simulation.

2.3 Critical review of 3D mesh segmentation techniques

literature

The literature review in the previous section and the provided classification leads to

some conclusions:

1. the 3D mesh segmentation problem is difficult as it requires the capturing of

human perception of objects and their sub parts.

2. the contribution in fully automated 3D mesh segmentation is currently limited

and still needs further investigation.

3. other contributions are also required for improvements in areas such as evalu-

ation metrics of 3D mesh segmentation, real-time processing, and new object

digital representations that are more supportive for the segmentation process.

The current literature of 3D mesh segmentation has many limitations. The most

important ones are being dependent on parameters that vary based on the underlying

mesh. Other problems exist such as stability in performance for different classes of
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3D objects (e.g. articulated models, CAD models, and others) and real-time speed.

Many algorithms tried to improve reliability, such as being pose invariant and local

noise resistant. However, some of these improvements still need to match the human

perception because this is the ultimate goal of the field.

Another complimentary aspect of the 3D segmentation field is the evaluation

metrics and benchmark databases. In recent years, many contributions have been

made in this area such as the ground truth databases [6, 33, 77]. The databases

were built using large amounts of classified 3D mesh and ground truth cutlines

were collected intelligently using human effort internationally through tools such

as Amazon’s Mechanical Turk [6].

The main existing literature metrics that enable segmentation algorithms to be

compared against ground truth segmentations are as follows [33]:

1. Cut Discrepancy Index (CDI): This metric was proposed by Chen et al.

[6]. It aims to measure the distance between cutlines or clustered regions

boundaries. This can be calculated as follows:

CDI(S1,S2) =
DCD(S1 ⇒ S2)+DCD(S2 ⇒ S1)

avgRadius
(2.3.1)

where S1 and S2 are two segmentations of the mesh. avgRadius is the average

Euclidean distancefrom a point on the surface to the centroid of the 3D mesh.

DCD is a directional function defined as

DCD(S1 ⇒ S2) = mean{dG(p1,C2),∀p1 ∈C1} (2.3.2)

and the geodesic distance from a point p1 ∈C1 to a set of cuts C2 is

dG(p1,C2) = min{dG(p1, p2),∀p2 ∈C2} (2.3.3)
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where C1 and C2 are the point on the segment boundaries of S1 and S2 respec-

tively. The perfect match between segments happen when the CDI value is

equal to zero.

2. Hamming Distance Index (HDI): HDI is another metric, proposed by Chen

et al. [6], between segmentations that measure the region difference between

their respective segments. The HDI can be calculated using the following

equation:

HDI(S1,S2) =
1

2
(Mr(S1,S2)+Fr(S1,S2)) (2.3.4)

and

Mr(S1,S2) =
DH(S1 ⇒ S2)

‖S‖ (2.3.5)

Fr(S1,S2) =
DH(S2 ⇒ S1)

‖S‖ (2.3.6)

DH(S1 ⇒ S2) = ∑
i
‖Ri

2Rit
1‖ (2.3.7)

it = argmaxk‖Ri
2 ∩Rk

1‖ (2.3.8)

where S1 and S2 are two segmentations of the mesh. The operator

represents the set differencing and Ri
k. DH is the directional Hamming dis-

tance. The lower the HDI the better is the segmentation.

3. Global Consistency Index(GCI): This metric was proposed by Benhabiles

et al. [77] and Chen et al. [6]. The GCI metric measures the ratio of the
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number of vertices that are not common between the segmentations S1 and

S2. This can be calculated using the following equation:

GCI(S1,S2) =
1

N
min{∑

i
L3D(S1,S2,υi),∑

i
L3D(S2,S1,υi)} (2.3.9)

and

L3D(S1,S2,υi) =
|R(S1,υi)R(S2,υi)|

|R(S1,υi)| (2.3.10)

where R(S,υi) is the region in segmentation S that contains the vertex υi and

N is the number of vertices.

4. Local Consistency Index(LCI): The LCI is similar to the GCI but uses the

following slightly different equation instead to account for locality:

LCI(S1,S2) =
1

N ∑
i

min{L3D(S1,S2,υi),L3D(S2,S1,υi)} (2.3.11)

Both GCI and LCI have a range of values between [0,1]. The complete sim-

ilarity between segmentations is indicated by the value of 0. The opposite is

the value of 1, which means maximum deviation.

5. Overlap Index (OI): The OI metric was proposed by Berretti et al. [78]. It

measures the extent to, which two regions Ri and R j from two segmentations

overlap. This can be defines as:

OI = max
j

A(Ri ∩R j)

A(Ri)
(2.3.12)

where A(.) is the function that calculates a region area. The higher the over-

lapping the better matching between the two segmentations.
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6. Rand Index (RI): Another metric proposed by Chen et al. [6] is RI. This is

based on computing pairwise label relationships. The RI is the ratio of the

number of pairs of elements having a compatible label relationship in the two

segmentations S1 and S2. The RI can be defined as:

RI(S1,S2) =
1(n
r

) ∑
i, j,i< j

I(li
S1
= l j

S1
)(li

S2
= l j

S2
)+I(li

S1

= l j

S1
)(li

S2

= l j

S2
) (2.3.13)

where I is the identity function, N is the number of vertices, and li
Sk

is the

corresponding label of all elements contained in region Ri of segmentation

Sk. The two segmentations S1 and S2 are identical if RI is equal to 1. The

value ranges down to 0, which is the total opposite.

7. 3D Probabilistic Rand Index (3D-PRI): This was proposed by Benhabiles

et al. [33] and is inspired by similar work in the 2D-image domain by Un-

nikrishnan et al. [79]. The PRI is similar to RI but with the addition of

probabilistic interpretation and the option to compare a segmentation algo-

rithm against multiple ground truth segmentations. The probabilistic metric

is defined using the following equation:

3DPRI(Sa,{Sk}) = 1(n
r

) ∑
i, j,i< j

ei j pi j +(1− ei j)(1− pi j) (2.3.14)

and

ei j = I(li
Sa
= l j

Sa
) (2.3.15)

pi j =
1

K ∑
k

I(li
Sk
= l j

Sk
) (2.3.16)
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where ei j is the event of two vertices i and j that belong to one segment. pi j is

the probability of that event in the ground truth segment Sk. li
Sk

has the same

definition as in RI. The range of PRI is [0,1] where 0 represents the worst

match and 1 is the perfect match between two segmentations.

A more powerful and discriminative variation of the PRI is the normalized

PRI (NPRI). Following the index normalization strategy [79] with respect to

its baseline:

Normalized index =
Index−Expected index

Maximum index−Expected index
(2.3.17)

The NPRI is defined as follows:

3DNPRI(Sa) =
3DPRI(Sa,{SK})−E[3DPRI(Sa,{SK})]

1−E[3DPRI(Sa,{SK})] (2.3.18)

Many of the above metrics suffer from problems such as [33]: no degenerative

cases, tolerance to refinement, cardinality independence, tolerance to cut boundary

imprecision, multiple ground-truth, and meaningful comparison. Thus, more re-

search is required in the area of metrics and evaluation of algorithms in order to

improve the quality and rectify the research outcomes.

In this thesis, we propose a new 3D segmentation methodology that is fully

automated and does not need mesh dependent parameters. The algorithm also is

independent from the used cut criteria. Thus, while using the minima rule for the

experiments through the thesis, any other cut criteria can be implemented even if

it does not have human perception. In the next section we will summarize the

proposed framework for 3D mesh segmentation.
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2.4 Proposed framework

The main idea behind the proposed algorithm is to transfer the problem from the 3D

domain into the relatively easier to process 2D domain. This is actually what the

user of an interactive 3D mesh segmentation does, especially when the object to be

segmented does not represent any meaning in the user’s mind such as a 3D human

or a dog model. An example is shown in figure 2.8 where the cutlines are not easy

to draw and differ from person to person due to the model asymmetry. The user in

this case try to rotate the 3D mesh around all the cartesian axes (x, y, and z) to get

2D snapshots from all view angles. Once this was done, the user applied perception

criteria because knowledge was complete about the 3D mesh.

Figure 2.8: A 3D model that does not have obvious cutlines.

The algorithm uses some support tools to assist in producing the correct seg-

mentations. This includes 2D footprint generation, 3D vertex antipodal location
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algorithm, graph theory, and other mesh processing operations such as smoothing

and re-sampling. The 3D vertex antipodal location module is solving an impor-

tant problem per se, which has applications in many 3D graphics applications. The

problem required novel heuristics to solve the ambiguity in the 3D search. Fig-

ure 2.9 shows a high level diagram of the different processes that are involved in the

proposed 3D segmentation framework.

Figure 2.9: A high level flow chart of the proposed 3D segmentation framework.

The modules of the framework such as 2D footprint generation, cutlines seed

location, seed antipodal points location, and cutline closed contour generation have

the advantage of being ready for parallel processing. Recent advances in general-

purpose computing on graphics processing units (GPGPU) [80] and the increase

in the number of processing cores in graphic processing units (GPU) [81] comes

handy for such processes. The parallelization of these processes is possible as they

involve independent smaller sub-routines. They do not even share data and hence

guarantee smooth flow of each sub-routine.

3D mesh retrieval [82], which is an important domain in 3D graphics, depends

on two important components. They are namely, 3D mesh features and 3D mesh

representations. The proposed approach is a good source for both components as

the resultant 3D segmentation is easier to express, save, and match.
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2.5 Summary

The 3D mesh segmentation is a challenging problem that has many usages in the

computer graphics domain. There are many approaches that tackled the problem

and they can be classified in terms of amount of user intervention to: manual, semi-

automatic, and automatic. The area of automatic 3D mesh segmentation is still in

its early stages as the current approaches are still dependent on default parameter

values that are deducted using trial and error experiments. New methodologies are

required that can relax these dependencies and move further towards fully auto-

matic segmentation. The next chapters will go over the proposed approach and its

components.



Chapter 3

Automation of the 3D mesh

segmentation process

The proposed approach for the 3D mesh segmentation problem requires a set of

supporting tools and algorithms to accomplish its task efficiently. These tools can

be used in other problems as well and have generic interfaces for input and output

formats. The main tools that are used in this thesis: 2D footprint calculation, 2D

and 3D vertex antipodal point location, graph shortest path calculation, and cutlines

smoothing for the final steps. This chapter will go over each tool and show how it

is incorporated in the 3D mesh segmentation framework.

3.1 Transforming the problem from 3D to 2D

The problem of 3D mesh segmentation can be related to 2D shape segmentation.

In fact, what the user can see on a screen is only the 2D projection of the 3D mesh

on a certain plane in the space. Every transformation of the mesh, in the form of

translation or rotation, produces a new 2D projection. The problem of 3D mesh

36
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segmentation, as will be seen later, is easier when it is transferred to the 2D domain

and more data is collected there. This uses the same approach that a user would

normally select.

The 2D projection P = {p1, p2, ..., pn} of a 3D mesh M = {V,F} that has ver-

tices V = {v1,v2, ...,vn} can be calculated from V where one of the x, y, or z com-

ponents is equal to 0. This is of interest for the display of the 3D object. However,

a different structure is more useful for the 3D mesh segmentation problem. This is

what is defined as the 2D footprint. Several other terminologies are also used in the

literature such as outline, shape, hull, or region. The 2D footprint is favored in the

literature and is widely acceptable [83].

2D footprint calculation can be defined as the process of assigning a region-like

entity to a collection of point-like entities in space [83]. There are many calculation

methods in the literature. In this thesis, some examples will be listed that represent

different algorithms and calculation strategies.

3.1.1 Footprint calculation algorithms

The surveyed algorithms are: α-shape [84], Dynamic Spatial Approximation Method

(DSAM) [85], swinging arm [86], and concave hull [87]. The differences among

them exist in three main areas: nature of expected input, the process, and the output.

Edelsbrunner et al. [84] demonstrated a generalization of the convex hull algo-

rithm on a set of finite 2D vertices. The proposed algorithm has a computational

time of O(n logn) using O(n) space. They identified an α-hull notion to be:

”The α-hull (α < 0) of S is the complement of the union of all open discs of

radius not less than − 1
α , which contain no point of S”

where the set S contains the n vertices of the 2D plane. The algorithm is depen-

dent on the α values.
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Alani et al. [85] introduced a method for estimating spatial footprints. The

estimation is from the locations of points that lie inside a region and those that do not

lie in the region. They called it DSAM and it was based on Voronoi diagrams [88],

as shown in figure 3.1. DSAM is also capable of generating fuzzy and historical

boundaries to account for changes.

Figure 3.1: Dynamic Spatial Approximation Method (DSAM) for estimating spatial

footprints[85].

Galton and Duckham [86] proposed a swinging arm procedure to calculate the

2D footprints. Figure 3.2 shows the steps of constructing a 2D footprint using the

swinging arm algorithm. The algorithm works using a sequence of swings of a line

that is anchored at an external point to the input points set. The line length r is an

input to the algorithm. The algorithm is iterative where the anchor point is changed

to guarantee the coverage of all input points.
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Figure 3.2: Swinging arm algorithm steps [86].

Moreira and Santos [87] introduce an algorithm that is called concave hull. The

main idea in this algorithm is that it always selects the next vertex in each iteration

from the k nearest neighbors of the current vertex. The algorithm is defined on the

value of k, which can be defaulted to 3. This default value can be increased if it is

not efficient. The concave hull algorithm requires pre-processing of the input using

the Shared Nearest Neighbor (SNN) algorithm [89].

Dupenois and Galton [83] used certain criteria to judge the above algorithms

and others. These criteria are classified by the authors into intrinsic criteria that

deals with the footprint properties and relational criteria, which is concerned with

the relationship between the output footprint and the input dots.

The intrinsic 2D footprint criteria are:

• Connected (C): The output footprint has one single connected component.

• Regular (R): This refers to being topologically regular. Figure 3.3 shows

examples of irregular topology and regular ones.
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(a) Regular. (b) Irregular.

Figure 3.3: Regular and irregular footprints from topological viewpoint [83].

• Polygonal (P): The footprint is composed of only straight lines and not curves.

• Jordan Components (JC): A Jordan boundary is defined as homeomorphic to

a circle, which means that it does not intersect with itself. The footprint is

desired to have Jordan components.

• Simply Connected Components (SCC): The one or more components of the

footprints need to be simply connected. Figure 3.4 shows an example of non

simply connected component, which contains a hole inside the component.
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(a) Simply connected. (b) With cavity.

Figure 3.4: Simply connected vs. non simply connected footprints [83].

The relational 2D footprint criteria are:

• Curvature Extrema at Dots (CED): The curvature extrema of all the bound-

aries is required to coincide with the input points

• All Dots on Boundary (ADB): This is satisfied, as the name indicates, if all

the input points lie on the boundary of the footprint.

• No Dots on Boundary (NDB): This is the opposite to ADB where no points

lie on the boundary. Both ADB and NDB are extreme cases.

• Full Coverage (FC): This requires that all the points are included within the

area covered by the footprint even if they are considered as outliers.

All of these criteria have three values, which are −1,0, and 1. −1 is given where

the criteria is never met. 0 is given when some of the outputs meet the criteria while

1 indicates that the criteria is always met. Table 3.1 shows an example of testing

some of the literature algorithms against these criteria.
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Footprint Examples C R P JC SCC CED ADB NDB FC
α − shape 0 -1 1 -1 0 1 0 -1 0

DSAM 1 1 1 0 0 -1 -1 1 1

Swingingarm 0 -1 1 -1 1 1 0 -1 1

Concavehull 1 -1 1 -1 1 1 0 -1 1

Table 3.1: 2D footprint algorithms against classification criteria

3.1.2 2D footprint for 3D mesh segmentation

For the special purpose of the support of the 3D mesh segmentation process, α-

shape footprint algorithm has been selected. The selection considered available

commercial off the shelf (COTS) software and the fact that most of the available

algorithms has a dependency on an input parameter. What helped in making the

selection easier is that a high resolution point input is easier for the algorithms to

work on and can have fixed input parameters. The high resolution mesh can be

achieved by resampling the input mesh. Thus, the value of α can be fixed in the

α-shape algorithm.

A package called alphahull [90] that was designed for the R project [91] is used

for this purpose. Figure 3.5 shows the package interface and sample script code.
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Figure 3.5: alphahull package usage, sample code, and sample output for a camel

3D object.

An example of sparse projections such as computer aided design (CAD) mod-

els with low resolution is shown in figure 3.6, The remeshing process is utilized

to increase the mesh density by splitting triangles into smaller ones with an exit

condition of a certain minimum triangle area threshold.
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(a) Low resolution 3D mesh. (b) High resolution 3D mesh.
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(c) Corresponding low resolution 2D

footprint.

(d) Corresponding high resolution 2D

footprint.

Figure 3.6: Example of a different resolution CAD 3D mesh and the corresponding

2D footprint.

3.2 Antipodal location

Determining the location of vertex antipodal pairs in a 3D mesh is a challenging pro-

ces. A modified antipodal point definition and calculation methodology is needed

for a wide range of graphic rendering applications. A calculation methodology for

antipodal points of the 3D mesh vertices, based on the generic definition of being

diametrically opposite, is introduced in this thesis. Locating antipodal points is
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important for many interactive and automatic computer graphics applications, in-

cluding mesh scissoring and segmentation. In the case of 3D mesh segmentation,

the mesh cutlines are often diametric and require the location of cut points and their

antipodal points to form the cutline contour. The proposed methodology completes

the search in two phases: 2D search and 3D search to improve coverage and accu-

racy. To evaluate the proposed algorithm, the distance between the calculated vertex

and that observed by the human eye is used as the performance measure. The cal-

culation methods are tested for multiple classes of 3D benchmark objects and an

average deviation error value of 0.05%, with respect to the mesh size is achieved.

3.2.1 Introduction to antipodal location techniques

3D meshes are important for many graphics applications due to the vector format’s

appropriateness for storage and transformations. Applications include topology

matching [41], animation [92, 93], and shape morphing [1, 55, 94, 95]. The process-

ing is efficient when more control and understanding is available of the underlying

3D mesh. Understanding here refers to the ability to tag individual elements seman-

tically. One of the areas that improves this understanding is the ability to determine

the mesh vertices antipodal points.

A vertex antipodal point on a sphere is defined as ’diametrically opposite’ [96],

but alternative variations of this definition exist in specialized domains. In geogra-

phy [97], an antipodal of a place on Earth is the point on the Earth’s surface that is

diametrically opposite to it. In mathematics [98], x and y are called antipodal points

when they are points on the n− dimensions sphere Sn and x = −y. The antipodal

definition is also related to the term ”antipodal graphs” in [99]. Garry and Karen

defined a graph as being an antipodal to another graph G when it:

1. has the same vertex set as G; and
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2. is with an edge joining vertices u and v, if the distance between u and v is

equal to the diameter of G.

For a simple and closed 3D mesh, which is one of the common mesh representa-

tions, the antipodal definition needs to be modified. This is due to the unstructured

nature of the mesh as it is difficult to represent the 3D mesh in a function of a few

parameters. Cases other than this class of simple and closed 3D mesh are beyond

the scope of this thesis because they are not commonly used and may require certain

variations of the proposed algorithm to cover discontinuities. Figure 3.7 illustrates

the term in 2D and 3D cases according to the Merriam Webster dictionary defini-

tion. The antipodal point is intuitive to locate by eye, but automatic techniques find

difficulty in doing so [7], especially in the 3D case.

In a boundary 3D mesh M = {F,V} composed of a set of faces F and vertices

V , a vertex vi is formed as a shared point between a set of triangular faces Fv =

{ f1, f2, f3, ..., fn} where every fi belongs to a plane pi that might be shared with

other faces. This makes it difficult to specify a tangent plane for the vertex vi and

hence hard to locate its opposite vertex or antipodal. Thus, the problem of acquiring

a vertex antipodal needs to be transferred from the 3D space to another more suitable

space.
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(a) 2D case. (b) 3D case.

Figure 3.7: Example of vertex antipodal.

Jia [100] provided an algorithm to compute all pairs of antipodal points on a

simple, closed, and twice continuously differentiable plane curve. To calculate the

antipodal points, the author dissected the curve into segments based on being a

convex curve or a concave one and then matched them simultaneously on pairs of

these segments. This is sufficient for the author’s area of application to 2D curves.

However, 3D mesh antipodal points location requires several modifications to be

addressed in terms of the problem definition, the algorithm design and the pre and

post processing of the inputs.

In this thesis, the proposed algorithm is applied using a novel method to compute

an antipodal for an input vertex that belongs to a 3D mesh. The main idea is to

convert the domain into 2D by acquiring the projections of the 3D mesh in multiple

orientations along the three Cartesian axes. A 2D antipodal location algorithm is

then applied to compute the output based on a set of search criteria. The advantages

of the proposed algorithm are that it:
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1. operates on 3D points;

2. does not assume a curve with specific features but deals with a set of 2D

points to locate the antipodal points; and

3. is suitable for the computer graphics domain.

3.2.2 Literature review of antipodal location techniques

Vertex antipodal pair mapping is essential when processing 2D and 3D objects. The

pair represent the best points from which to grasp an object [101]. They can provide

information for the object thickness as demonstrated by Shapira et al. [7] using

a shape-diameter function (SDF). Furthermore, the mid-point of the line joining

the pair belongs to the object skeleton [102]. The object skeleton is important in

applications such as mesh animation [103].

As discussed in the introduction, the antipodes definitions and calculation meth-

ods are used in many fields including topology, robotics, and mathematical struc-

tures. The most frequent approach is to locate the antipodal points for spherical

objects. However, in a broader sense they can be generalized to other objects where

two points need to be rendered as opposite to each other within a context of some

reference [104, 105, 106, 107]. The antipodal location is of great importance in

order to use, analyse, and semantically label these objects in a more efficient way.

An example in robotics is where a robot arm must grasp an object with two

points. The best positions to grasp, in order to form a force closure, is actually the

two ends of a sphere diameter (i.e. antipodal grasp) [101].

In the computer graphics domain, existing research in the literature makes use

of the applications of the antipodal locating such as 3D mesh segmentation, 3D

mesh skeletonisation, and robot grasping. However, the abstract term of ”vertex
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antipodal” definition or calculation method were not thoroughly investigated. In

2D cases, the work of Jia [100] is a cornerstone given that the input is a set of

plane curves. However the same concepts are not easy to generalize for higher

dimensional objects such as 3D mesh.

3.2.3 Antipodal point definition

It is not as easy to determine an antipodal point of a 3D point in space as it is in

the 2D case [7]. Figure 3.8 shows possible 2D cases where the antipodal is the

line connecting the points’ tangents. The difficulty in the 2D case is differentiating

between inward and outward normals to the tangents and choosing in corners, such

as in the case of Figure 3.8f. In the 3D domain, the main problem is due to the

difficulty of identifying a tangent plane and that in the computer graphics domain

where 3D objects are not always symmetric and antipodal point location can be

approximate. If an observer is asked to locate the antipodal manually, they will

rotate the 3D object before taking a decision on the antipodal point location.

Figure 3.8: 2D antipodal solutions for different curve pairs.

In Jia’s paper [108], the author studied the suitable definition of an antipodal
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point in the robotic domain and defined over α(u) simple, closed, and twice contin-

uously differentiable curve that it has to satisfy the following conditions

N(a)+N(b) = 0 (3.2.1)

N(a)× (α(b)−α(a)) = 0 (3.2.2)

N(a) · (α(b)−α(a)) = 0 (3.2.3)

where a and b are two points on the curve α . Thus, the main concern was that

their normals are opposite and collinear. However, this might not be the sufficient

condition for the 3D mesh case. In this thesis, we proposed a more practical and

suitable definition for an antipodal point in the 3D mesh case.

Given a 3D boundary mesh M = {F,V} composed of a set of faces F and ver-

tices V , a 2D projection in a certain position is defined as Pθ ,ρ,φ where θ , ρ , and φ

are angles around x, y, and z axes respectively. The 2D projection Pθ ,ρ,φ is a subset

of the mesh vertices V or Pθ ,ρ,φ ⊂ V where occluded vertices that share same x, y

coordinates with others but have lesser z values are not included.

For the sake of antipodal points location, another subset of Pθ ,ρ,φ is defined,

which specify only the silhouette or 2D footprint of Pθ ,ρ,φ . Thus, FPθ ,ρ,φ ⊂ Pθ ,ρ,φ

is a set of points that lay only on the borders Pθ ,ρ,φ . A recent survey by Dupenois

and Galton [83] discuss the recent techniques of identifying FPθ ,ρ,φ . Although the

authors specify that a 2D footprint might not be always defined or accurate, it is

accurate for 3D mesh specific cases as:

1. the mesh forms a closed and simple curve, which is easy to calculate 2D

footprints; and

2. if the mesh has a low resolution (i.e. large edge lengths or triangle areas),

divisional vertices can be added to increase the mesh resolution.



51

The 2D footprint FPθ ,ρ,φ is formed through a subset of points of V . Thus, mul-

tiple FPθ ,ρ,φ s for different angle values are required to cover all the points of V .

In light of these data structures and formats, the problem of locating a 3D point

antipodal is divided into two search problems: a 2D search and a 3D one. Fig-

ure 3.9 shows a visualized description of the different terminologies mentioned in

this section.

(a) Input for camel 3D mesh. (b) 2D projection of camel mesh.

(c) 2D footprint of camel mesh. (d) Camel 2D antipodal pair. Source is red and destina-

tion is green.

Figure 3.9: Visualisation of a 3D object at each processing step for a 2D antipodal

search.
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Computer graphics 2D antipodal

As the antipodal location problem is transformed to a 2D domain, a search for an

antipodal point in 2D is performed first. The search is done on the set FPθ ,ρ,φ that

includes the source and destination. It is to be noted that a vertex antipodal pair is

not necessarily a commutative pair. Figure 3.10 shows an example in the 2D domain

where the normals
−→
Nv of the vertex and

−→
NA of the antipodal have an intersection

angle greater than 0. The best destination match should satisfy the following

max{Nin(a)×Nin(b)} (3.2.4)

and

min{
√
(ax −bx)2 +(ay −by)2} (3.2.5)

where Nin(a) and Nin(b) are inward normals of the vertices a and b, that are defined

as normal towards the inside part of the curve formed by the footprint FPθ ,ρ,φ .

These are not easy to find unless we apply the point in polygon check [109] that

make sure of the normal direction through the odd-even rule, which will be dis-

cussed in the next section. Another method could be to neglect the normal direction

but avoid neighbors through the minimization of the following

min{−→ab×−→ax} (3.2.6)

where x is a neighbor vertex that belongs to FPθ ,ρ,φ that is not equal to b, as shown

in figure 3.11a. The above search criteria should be satisfied in order to achieve fine

results. Figure 3.11 shows the problems in a 2D vertex antipodal search. Mainly,

there is the neighboring problem when neglecting the normal directions. The other

one is an out-of-boundary problem, which happens due to multiple intersections of

the normals.
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Figure 3.10: A vertex antipodal pair is not necessarily a commutative pair (2D

example).
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(a) A false positive case of locating a neighbor vertex as an antipodal.

(b) Out of the boundary problem.

Figure 3.11: 2D antipodal location search problems.
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Computer graphics 3D antipodal

The 3D domain antipodal point formulation is dependent on the 2D one. However, a

2D antipodal point is not always directly a 3D one. Thus, an antipodal search in the

3D case is a function of all the vertex antipodal points in different projections and

its neighbor vertices antipodal points as well. This function could be the minimum,

the maximum, the average or any combination of these points. Thus all vertices of

antipodal points are required to be calculated before starting the search process.

A proposed function here can be expressed mathematically, defining a vertex a

and a set of neighbors NE = {v1,v2, ...,vn} where n is the set count. The neighbors

can be immediate or up to a certain level of indirect neighborhood. An antipodal

point b to vertex a should satisfy the following

min{
√
(Avgx −bx)2 +(Avgy −by)2 +(Avgz −bz)2} (3.2.7)

where Avg is the average antipodal point for the set of neighbors NE. This function

utilizes the neighborhood information to avoid local errors.

3.2.4 Antipodal point computation methodology

This section is dedicated to the details of calculating the above formulations. The

2D case will be handled first and then the 3D one. A data flow diagram for the

whole 2D/3D process is shown in figure 3.12 where boxes represent processes and

arrows hold inputs/outputs.
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Figure 3.12: Data flow diagram of computing the 2D and 3D antipodal points.

Antipodal 2D point computation

As shown in figure 3.12, the input to the program is a boundary 3D mesh file. The

first processing to be done on that mesh is to calculate 2D projections in different

poses. The poses are generated by rotating the mesh with different angles around

the three Cartesian axes. This produces a set of 2D points but we need to keep the

link to the 3D space. Thus, if two points share the same x and y coordinates we

only consider the one with higher z value. Secondly, these projections are input

to an algorithm that calculates a 2D footprint out of the projected set of points, as

stated earlier. Thirdly, the search for 2D antipodal points start. The search is done

over the footprint set and the best match should satisfy the objective functions in

equations (3.2.4), (3.2.5), and (3.2.6) above. This happens in an exhaustive manner

by giving each point of the footprint set a score as follows

Vscore = w1F1 +w2F2 +w3F3 (3.2.8)

where F1, F2, and F3 are the objective functions, while w1, w2, and w3 are their

weights. The weights are assigned to show priority and the weights polarities define

whether it is a minimization or a maximization function.

The search for 2D antipodal cannot always produce all correct antipodal points
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at one pass. Thus, here comes the fourth and final step in the 2D search to validate

and rectify the search anomalies. The goal of having similar normals is given higher

weight. This leaves two main problems, as shown in figure 3.11a and figure 3.11b.

The first problem is detecting neighbors as antipodal points because they are close

in distance and share the absolute normal values. The problem is solved by re-

ranking based on equation (3.2.6) given higher priority. The other problem is having

antipodal points in an out of the mesh manner. The problem is solved using point in

polygon check [109]. To apply this check, the footprint is transformed into a set of

lines and the normal of the vertex that we desire to get an antipodal for is extended

from both sides. Then starting from any side we detect pairs. figure 3.13 shows this

process for a camel footprint.

Figure 3.13: Possible solutions to navies’ antipodal selection using point in polygon

algorithm.
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Antipodal 3D point computation

A link to the 3D space is kept through all the steps of the 2D search for the antipo-

dal points to ensure the conversion to 3D space is straightforward. However, the

calculated antipodal point is not always accurate, as discussed earlier. A two step

mechanism have been proposed to correct this problem. First, an antipodal point

acceptance/rejection test. Then a method to calculate new antipodal points for the

rejected ones using local information from neighbors is applied.

The acceptance/rejection test is repeated in a similar manner to the point in

polygon test through having a ray between the vertex and its antipodal. The ray is

tested against all the mesh faces (e.g. triangles). If it intersects with more than two

faces, then it is rejected. In case of rejection, the algorithm suggests a replacement,

which is the matching pair from the point in polygon test. The suggestion is tested

against local neighbors’ results. If the difference is larger than a certain threshold

then an adjustment is added to the point.

3.2.5 Experimental results of the proposed antipodal point loca-

tion techniques

In this, the proposed algorithm performance is assessed in the detection of antipodal

points for various classes of 3D mesh. The classes are chosen from the publicly

available database by Chen et al. [6]. The object categories according to Chen’s

classification are four-leg, ant, fish, glasses, hand, octopus, and teddy. For testing

purposes, we generated 30 random indices of each 3D mesh vertices and checked

the performance of the algorithms versus the manual computation by the user.

In Figure 3.14 illustrated selected the 2D and corresponding 3D figures from

different classes. The 2D performance measure is the average number of points
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that form the shortest path between the manual observed vertex and automatic one

determined by the proposed 2D search algorithm. The average is an appropriate

measure, as we have more than one projection. It is to be noted that the projections

are chosen randomly. A similar measure is applied in the 3D case as well, but

without averaging as we only get one 3D point.

(a) Camel 2D and 3D search.

(b) Ant 2D and 3D search.

Figure 3.14: Examples of 2D and 3D search results for different classes of objects.
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(c) Fish 2D and 3D search.

(d) Glasses 2D and 3D search.

(e) Hand 2D and 3D search.

Figure 3.14: Examples of 2D and 3D search results for different classes of objects.
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(f) Octopus 2D and 3D search.

(g) Teddy 2D and 3D search.

Figure 3.14: Examples of 2D and 3D search results for different classes of objects.
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Object Name Vertices count Avg. 2D perf. dist. Avg. 3D perf. dist.
Camel 9,770 2.56 4.05

Ant 8,388 1.56 2.45

Fish 6,264 2.04 2.82

Glasses 7,407 1.28 3.83

Hand 6,607 1.32 2.07

Octopus 7,251 1.28 4.69

Teddy 11,090 2.72 6.90

Average 8,111 1.82 3.83

Table 3.2: Results of different classes in 2D and 3D cases

Figure 3.15: The shortest distance between two points is performance measure for

the 3D antipodal search.

The shortest distance between two points is used to measure the performance of

the search algorithms, as shown in figure 3.15. The results, as shown in table 3.2

and figure 3.16, demonstrate that there is a relation between the mesh size and the

performance of the 2D and 3D searches. The 3D search accuracy is dependent on

the 2D search accuracy. The numbers are calculated based on 100 points in the
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2D case for each 3D object. These 100 points are formed from 10 vertices for 10

different poses. In the 3D case, the numbers are the average of 10 points per object.

Figure 3.16: The 2D/3D search performance with respect to the mesh vertices count.

We also propose an alternative automatic evaluation approach that utilizes an

ellipse fitting algorithm [110]. The algorithm first calculates the shortest path be-

tween the vertex and its antipodal vertex. Then, a plane is defined through three

points, which are the vertex, its antipodal and the midpoint of the shortest path de-

fined in the previous step. After post processing the intersection of this plane with

the mesh vertices, we define the other shortest path between the vertex and its an-

tipodal. This closed contour between the vertex and its antipodal is then fitted to an

ellipse. The performance measure is then calculated based on the fitting error of the

contour to the ellipse. The advantages of this approach are that it is automated but

the disadvantages lie in the fact that a mesh is not always formed of elliptic tubes.

Figure 3.17 shows the performance function that is used in the automatic evalu-

ation. The fitting error is divided on the mesh resolution to form a relative measure.
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The results show that the random samples error is small and within the acceptable

margin.

Figure 3.17: The automatic evaluation of the accuracy using ellipse fit algorithm.

The next section will discuss graph theory topics and algorithms, which are

necessary and effective for connecting the vertices with their antipodal ones. This

is an important step in the proposed mesh segmentation algorithm and its output is

the mesh cutlines.
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3.3 Connecting two points in a mesh

Once a vertex and its antipodal vertex is identified, the next challenge is to find a

contour that is closed, connects the two vertices, and is minimal. The problem here

is that the path between the two points has to be directed to go to the other side of

the mesh rather than than the natural shortest path. Thus, an algorithm is required

to aid in the formation of the closed contour.

3.3.1 Related work of closed contour creation

Several approaches exist in the literature that targeted similar problems. Interac-

tive 3D mesh segmentation methods required the user to input a line and then they

completed the line into a closed contour. The computation of the cutting contour

used harmonic fields isolines and selected the best isoline based on centerness and

curvature [45, 47, 111]. In semi automatic methods, contours are also not generated

at one stage. They are usually partially created and then closed in another stage.

An example is the work of Lee et al. [112] where they suggested a method to close

contours that are based on a combination of four functions: Distance function

ηd(υ) = ∑
υi∈γ

1

d(υ ,υi)
, (3.3.1)

Normal function

ηn(υ) =

⎧⎪⎪⎨
⎪⎪⎩

1 if nγ ·nυ � cos(α),

nγ ·nυ+1

cos(α)+1
otherwise,

(3.3.2)

Centricity function

ηc(υ) = ∑
υi∈γ

|c(υi)− c(υ)|, (3.3.3)
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c(υ) = ∑k wk · c(υk)

∑k wk
, (3.3.4)

and a normalized feature function η f (υ) that was not stated mathematically. γ

is the contour and υ is a mesh vertex. nγ is the center vector of the normal cone

of all vertex normals and nυ is the normal vector of a vertex υ . wk = 1/dk is the

inverse from the distances dk from υ to the corner vertices υk.

These four functions combined with the length of the edge l(e) and weighting

variables wd,wn,w f , and wc the authors used the cost function:

f (e) = l(e) ·ηd(e)wd ·ηn(e)wn ·η f (e)w f ·ηc(e)wc (3.3.5)

This method suffers from dependability on the values of parameters wd,wn,w f ,

and wc. These parameter values are hard to determine without enough experiment.

In this thesis, a simpler automatic method that is not dependent on any parameters,

has been provided.

3.3.2 Proposed closed contour formation algorithm

A 3D mesh can be transformed into a graph where vertices will be the nodes and

edges will be basically bi-directional and with an equal traversal cost. These can be

represented in computers using a sparse matrix to be efficient for processing. Graph

theory has many algorithms that help in the processing of the graph data structures.

A handy algorithm here is the famous shortest path proposed by Dijkstra [56] and

named after him.

For two vertices vi and v j that belong to the mesh M , the shortest path between

them is defined as p = {v1,v2, ...,vn} where n is the count of the vertices in the

shortest path. Using the above antipodal algorithm, each vertex can be utilized to
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generate an antipodal vertex. Thus we acquire the opposite path to p, which when

we connect its ends to p end vertices we can get the closed contour. However,

the problem of this algorithm is that it may be affected by errors in the antipodal

location method.

An easier and quicker approach is to use curve fitting approaches and specif-

ically ellipse fitting. The generated ellipse out of these algorithms can define the

opposite path to p and hence the full closed contour. A Matlab ellipse fitting open

source code was utilized here to generate the results. Figure 3.17 shows an example

of the method usage.

3.4 Output Smoothing of the 3D mesh segmentation

process

The last step in the 3D mesh segmentation processing requires fine tuning of the

output cutlines. This can make use of available smoothing algorithms such as an

active contour model or snakes [113]. A snake moves by minimizing a function

Esnake, which can be defined as follows [112]:

Esnake(s) =
∫
(Espline(s)+Emesh(s))dt (3.4.1)

Where s is the set of points and the snake is initialized by a sample subset of it.

The snake’s final output is smoother and can be used as a final cutline. A customized

open source Matlab toolbox [114] was used here to automate the smoothing process.
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3.4.1 Converting cut lines to 3D parts

A complimentary step is to convert the cutlines to separable individual mesh. This

is done using region growing algorithm where neighbor elements such as triangles

are added as long as they do not cross the cutline [115]. Although this algorithm

is straightforward in application, it suffers from being a memory consuming algo-

rithm. This is due to its recursive nature and that its filling process is done one by

one and not in batch mode.

A direct fix for this problem is to keep a global counter of the number of called

functions, which stops the recursion once it reaches a certain limit. The process can

then iteratively be controlled until there are no more triangles to include. Another

approach is to examine neighbors from only one source by including neighbors at

a distant of 1 and then 2 and so on. The seed is then moved to the border and the

algorithm continued. Figure 3.18 shows an example of a region growing algorithm

on a 3D object.

(a) Cutline. (b) Region growing (c) Sub part

Figure 3.18: Converting cutlines into sub parts in 3D mesh.
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3.5 Conclusion

In this chapter, the 3D mesh segmentation process supporting methodologies were

discussed. These methodologies are the main components of the proposed frame-

work. The input 3D mesh is transformed and processed in each phase to be able

to extract the required segmentation data. All the proposed methods are automatic

and independent from parameters for the proposed application. Vertex antipodal

location was one of the methodologies that is considered as a cornerstone, as it

is a powerful methodology for extracting and locating cutlines. Also, refinement

methods were analyzed to ensure that the output fitted the user requirements with

plausible quality. This chapter showed the methodologies individually. The next

chapter will show how these methodologies can be augmented in one framework.

It will also show the results of applying them on different 3D object classes and

benchmark results against literature databases.



Chapter 4

Automated 3D mesh segmentation

framework

The proposed automatic 3D mesh segmentation framework is discussed in this

chapter. The framework has several components that an input goes through to pro-

duce the desired output. The proposed approach is applied on different classes of

3D mesh. This is then benchmarked against the literature metrics using 3D objects

from public databases. The results are competitive against other algorithms, which

use object-dependent or tuning parameters. This plus the autonomy and generality

features, provides an efficient and usable approach for segmenting 3D mesh.

4.1 Input formats and pre-processing

The expected input to the algorithm is a boundary triangular mesh. This is one

of the most common formats for storage and transfer of 3D mesh [116]. Other

formats such as voxels, point cloud, or Constructive solid geometry (CSG) can be

transformed to the required format. Not all inputs are always ready for processing

70
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and hence some pre-processing is required. For the sake of the proposed algorithm,

the input is required to have sufficient dense resolution and to be closed.

The plain format of the input provides limited available data to the algorithm.

Basically, only vertices, faces, and (in some file formats) faces normals are avail-

able. Thus, more data structures are required to be inferred and calculated. These

are mostly regarding the relations between the different components of the mesh.

Examples of these data structures are faces neighborhood maps and distance graphs

that uses the Dijkstra shortest path algorithm [56]. These structures are supportive

to the search process as they provide local and global awareness.

As discussed in the previous chapter, the proposed algorithm uses 2D footprints

in one of its stages. Therefore, the denser the mesh vertices, the more quality foot-

prints are gained. Some mesh have a low resolution and hence needs to have it

increased to an acceptable level. This is done by re-sampling the mesh. This fea-

ture is available in many mesh processing types of software such as Meshlab [117].

The only problem is in relating the resampled mesh vertices with the original ones.

Thus, specific routines are written that iteratively divide triangles into smaller ones

until a threshold of the triangle area is met. The new vertices are linked to old ones

in order to produce an output that is compatible with the original input.

For high noisy mesh, a smoothing preprocess is important. The minima rule

criteria locates local curvature discontinuities and hence can over segment for noisy

meshes. If no preprocessing is done, then a post processing might be required

to augment small parts into a large meaningful one. However, this might need

additional information for grouping. The preprocessing smoothing can be done

using the Laplacian method [118], which is basically a local averaging process to

remove noise. This can be expressed mathematically as
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x̄i =
1

N

N

∑
j=1

x j (4.1.1)

where N is the number of adjacent vertices to vertex vi. The new position of vi

is defined by x̄i.

Other optional input to the framework can be the curvature threshold. This

controls the definition of cut areas or where the seeds are put for initiating a cutline.

The reason that these are optional is that a fixed or default value can always be used

irrespective of the input mesh. Such parameter help users in customizing the 3D

mesh segmentation process. As discussed in the literature review, different users

can have different perspectives when it comes to 3D mesh segmentation and hence

the output is not fully deterministic.

4.2 3D mesh segmentation processing

The 3D mesh segmentation can be defined over a boundary mesh M of {V ,E } as

the process of splitting it into a set S of n segments {s1,s2, ...,sn} by a criteria C .

V is the mesh vertices set and E is the edges one. Another output could be a set

of cut lines L of n−1 lines {l1, l2, ..., ln−1} and in that case it is called an implicit

approach [3]. This is the category that the proposed algorithm belongs to.

As the output is a set of cut lines or more specifically closed contours we define

the components of each line as li = {Pstart ,Pend,Path1,Path2}. Pstart is a point of

nomination to start a cut such as a point of concavity discontinuation if following

the cognitive theory. Pend is the antipodal point of Pstart on the 3D mesh as shown in

Figure 4.1b. Path1 is a set of vertices that define the shortest path between Pstart and

Pstart using a graph theory algorithm such as the popular Dijkstra one [56]. Path2

is also the shortest path between them but after increasing the cost of the edges
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included in Path1 and running the shortest path algorithm for the second time as

will be shown in implementation section. Figure 4.1 shows the components of the

cutline as calculation steps go on.

(a) Step 1 - cut seed. (b) Step 2 - antipodal point.

(c) Step 3 - shortest path 1. (d) Step 4 - shortest path 2.

Figure 4.1: The calculation steps of the 3D mesh cutlines.

The search for these four components of each cut line is required to be as deter-

ministic as possible. While three components, namely the Pstart ,Path1, and Path2

can be deterministic as will be seen later on, the search for Pend is harder and re-

quires a set of carefully designed heuristics. Pend represents the antipodal point of a

vertex. The definition of an antipodal is not always clear in all cases. In 2D space

it usually refers to the diametrically opposite vertex. This is hard to calculate in 3D

space as the tangent plane to the vertex is not unique. Due to this ambiguity, more

information is required to be collected before deciding on, which vertex qualify as

an antipodal one in the 3D space. In the next sections a novel algorithm is followed

that makes the definition of antipodal means clearer.
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4.2.1 3D mesh segmentation framework

Using the previously described algorithms and methodologies, the antipodal point

of the seed vertex of the cutline can be located. However, the algorithm needs first

to determine this seed vertex. In this implementation we adopt the minima rule

in locating the seed point because it is the closest to a human approach [17]. The

calculation uses the values of the angles or curvature between the mesh neighbor

faces. The diagram, as shown in Figure 4.2, has a dense part and a sparse one. The

cutlines seeds lie in the sparse part and the user can have more or less cut lines by

considering more or less points respectively.

Figure 4.2: The values of angles between the faces of the teddy 3D mesh.

Having the two ends of the cut line is not enough. The contour of the cut line

needs to be complete. That is why the next step of the algorithm is to transform the

3D mesh into a graph and apply the shortest path algorithm on the two points. This
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produces a half contour. To complete the contour an iterative algorithm can expand

one end of the half contour by checking the neighbors of the end points. A point is

added to the half contour if it passes a simple test. The test is how close it is to the

plane formed by the half contour vertices. Figure 4.3 shows a data flow diagram of

the complete proposed 3D mesh segmentation algorithm. The preprocessing refers

to changing the resolution of the mesh while post-processing aims to smooth the

cutlines and remove the incorrect ones.

Figure 4.3: Data flow diagram of the 3D segmentation framework.

4.2.2 Complexity analysis of the proposed 3D mesh segmenta-

tion algorithms

The algorithm is usually used offline. However, an online use case can be facilitated

through parallelization using advances in General Purpose computing on Graphics

Processing Units (GPGPU). The complexity analysis of the algorithm gives an

estimation of the processing time of its different stages. A commonly used notation

for complexity analysis is the big O notation. This notation provides the upper

bound on the algorithm growth rate [119]. Other notations also exist such as little

o, Ω,ω, and Θ. The big O notation can be mathematically described as:

f (x) = O(g(x)) as x → ∞ (4.2.1)
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if and only if

| f (x)| ≤ M|g(x)| f or all x > x0 (4.2.2)

where f (x), g(x) are two functions and M is a positive constant. x0 is a real

number.

In order to analyze every stage in the 3D segmentation framework, the pseu-

docode will be listed first. The first stage is an optional one as the input mesh

might not require pre-processing. The pre-processing is mainly to fix resolution

and increase density. This is done via the resampling of the vertices to meet a fixed

threshold. The threshold is fixed and does not to be very tight as the aim is just to fit

the 2D footprint algorithm and not to produce better quality mesh. The resampling

is implemented using recursive subdivision of mesh faces. Algorithms 1 and 2 show

the involved pseudocode and the main loops and recursive structures. The inputs of

the algorithm are the mesh M and threshold tA while the output is the higher resolu-

tion mesh M′. The complexity of the algorithm is O(n logm) where n is the number

of input mesh faces and m is the difference between a triangle mesh area and the

defined area threshold.

Algorithm 1 Mesh resampling

Input: M, tA

Output: M′

1: for i = 1 to n do

2: f = M.triangles[i]

3: A f = compute area( f )

4: M′.triangles.add(recursive split( f , A f , tA))

5: end for

6: return M′
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Algorithm 2 Recursive Split

Input: f ,A f , tA

Output: f′

1: if A f < tA then

2: [ f1, f2] = half split( f )

3: A f1 = compute area( f1)

4: A f2 = compute area( f2)

5: [f′1] = recursive split( f1, A f1 , tA)

6: [f′2] = recursive split( f2, A f2 , tA)

7: f′ = [f′1, f
′
2]

8: else

9: f′ = f

10: end if

11: return f′

The second stage in the 3D segmentation framework is 2D footprint and pro-

jections generation. 2D projections generation is done on all the 3 x,y, and, z axes

using 3 embedded loops with a predefined fixed number of iterations. The com-

plexity of the 2D generations is O(n3) where n is the number of iterations per axis.

The second part is the 2D footprints generation, which uses α-hull algorithm for

each projection. As mentioned in chapter 3, the complexity of α-hull algorithm

is O(n logn) [84], where n is the number of vertices in the input 2D projection.

Thus, the complexity of the 2D footprints generation is O(mn logn), where m is

the number of 2D projections and n is the number of vertices in each projection.

Algorithms 3 and 4 show the code involved in this stage.
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Algorithm 3 2D projection generation

Input: M,n

Output: P

1: for i = 1 to n do

2: for j = 1 to n do

3: for k = 1 to n do

4: calculate Rx,Ry, and Rz

5: M.vertices = M.vertices * Rx * Ry * Rz

6: Project to x− y plane

7: add to P

8: end for

9: end for

10: end for

11: return P

Algorithm 4 2D footprint generation

Input: P

Output: F

1: for i = 1 to P.length do

2: α−hull ( P[i] )

3: end for

4: return F

After the footprints are calculated, the third stage is to locate seed points that

start the definition of cutlines. The minima rule is used in this stage, which follows

the human approach and depends on the curvature. Although the minima rule is

used, any other segmentation criteria can be deployed without any change in the

other stages. An example is segmenting 3D mesh based on fitting results against
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3D geometry solids such as ellipsoids [120]. In order to operate effectively, the

algorithms in this stage requires faces neighborhood matrix. Using this structure,

the algorithm calculates the angles between pairs of faces. As mentioned before,

the seeds can be identified based on a user threshold or by locating outliers from

curvature plots, as shown in Figure 4.2. The complexity of the algorithm is O(n)

as the inner loop has a fixed number. Algorithm 5 shows the code details, which

assumes that faces in this case are triangles.

Algorithm 5 Minima rule seeds

Input: M

Output: S

1: Ne = calculate face neighborhood(M)

2: for i = 1 to Ne.length do

3: for j = 1 to 3 do

4: Nf1 = get normal(M.faces[i])

5: Nf2 = get normal(Ne[i][j])

6: θ = calc angle(Nf1, Nf2)

7: if θ satisfies the conditions then

8: [v1,v2] = calc common vertices(M.faces[i], Ne[i][j])

9: S.add(v1, v2)

10: end if

11: end for

12: end for

13: return S

Antipodal points location for the calculated seeds is done in the fourth stage.

Chapter 3 discussed the proposed antipodal location algorithm and how 2D foot-

prints are manipulated to determine the best match for the seeds. For each seed
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vertex, the algorithm works only on the footprints that they are part of. The algo-

rithm inputs are the 2D footprints and the calculated seed points. Pairs of seeds and

their corresponding antipodal points are the expected output. The algorithm sorts

the antipodal points per vertex according to Euclidean distance. The complexity of

the algorithm is O(mn) where m is the length of the seeds array and n is the length

of the footprints’ array. Algorithm 6 shows the antipodal location pseudocode.
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Algorithm 6 Antipodal vertices location

Input: S, F

Output: P

1: for i = 1 to S.length do

2: for j = 1 to F.length do

3: if S[i] belongs to F[j] then

4: Feffective.add(F[j]

5: end if

6: end for

7: for j = 1 to Feffective.length do

8: v = get 2D Antipodal(S[i], Feffective[j])

9: A.add(v)

10: end for

11: closest = ∞

12: chosen = null

13: for j = 1 to A.length do

14: if dist(A[j], S[i]) ¡ closest then

15: closest = dist(A[j], S[i])

16: chosen = A[j]

17: end if

18: end for

P.add(S[i], chosen)

19: end for

20: return P

The fifth stage is the generation of the cutlines. This can be considered the

last step in the main processing steps as the one after is for post processing. The
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aim of this stage is to convert the pairs of points and antipodal points into closed

contours. This requires the calculation of all the points that connect the pair from

the two sides. The Dijkstra shortest path algorithm is deployed to calculate the

first side. Then, a plane is formed from the points in the first side and connected

points are added iteratively if they are the closest to the plane. The inputs are the

mesh M and the pairs array P while the output is the contours list. The complexity

of this algorithms stage is O(mn logn) where m is the number of pairs and n is the

number of vertices per mesh where an optimized Dijkstra algorithm is implemented.

Algorithm 7 shows how to complete the pairs of vertices into a closed contour.
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Algorithm 7 Cutlines calculations

Input: M, P

Output: C

1: for i = 1 to P.length do

2: S1 = Dijkstra(P[i].first, P[i].second)

3: p = fit to plane(S1)

4: e1 = P[i].first

5: e2 = P[i].second

6: while e1 is not direct neighbor to e2 do

7: closest = ∞

8: chosen = null;

9: for j = 1 to e1.neighbors.length do

10: if dist(e1.neighbors[j], p) ¡ closest then

11: closest = dist(e1.neighbors[j], p)

12: chosen = e1.neighbors[j]

13: end if

14: end for

e1 = chosen S2.add(chosen)

15: end while

C.add( [S1, S2] )

16: end for

17: return C

The final stage, which can be optional, is the post processing stage. Many en-

hancements can be done here such as subpart extraction, contour smoothing, seman-

tic attachment, and global readjustment of subparts if more information is available

in priori or by induction. An example of post processing is subparts extraction,
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which transforms the cutlines contours into 3D independent solid parts. The extrac-

tion starts randomly at any cutline. A seed is selected to be a neighbor to the cutline.

A flood fill algorithm is used on the seed to expand everywhere until the boundaries

or cutlines are met. Flood fill is a recursive algorithm and its complexity is O(mn)

where m is the number of seeds and n is the number of vertices per subpart. This

is calculated as any vertex is only visited once by keeping a global visited array.

Algorithm 8 shows the details of the flood fill algorithm that calculate subparts out

of cutlines.

Algorithm 8 Subparts extraction

Input: M, C

Output: Parts

1: Seeds = estimate seeds(M, C)

2: for i = 1 to Seeds.length do

3: P = flood fill(Seeds[i])

4: Parts.add(P)

5: end for

6: return Parts

Algorithms 1 to 8 suggests that the algorithm running time can be time con-

suming and hence not suitable for real-time processing. However, many of these

algorithms were designed to be ready for parallelization to utilize the availability of

multi cores found commonly in Graphics Processing Unit (GPU)s in desktop and

laptop hardware. Algorithms such as 3, 4, 5, 6, and 7 all exhibit data independence

between the algorithm’s main loop iterations. Thus, the algorithm can be imple-

mented in a parallel manner and with sufficient processing power can achieve the

required speed for high demand applications.
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4.3 Output and results of the proposed 3D segmenta-

tion algorithms

For the sake of comparison, the proposed 3D mesh segmentation framework is

tested against 3D objects acquired from a benchmark database by Chen et al. [6].

Different classes of 3D objects were used to compare the proposed framework

against seven algorithms from the literature. The algorithms are namely, random-

ized cuts by Golovinskiy and Funkhouser [13], normalized cuts by Golovinskiy and

Funkhouser [13], random walks by Lai et al. [38], fitting primitives by Attene et

al. [48], K means by Shlafman et al. [1], shape diameter by Shapira et al. [7],

and core extraction by Katz et al. [121]. Chen et al. benchmark database also in-

cludes manual segmentation acquired from users but as interactive segmentation is

not covered, they will not be included.

This section shows the results for visual comparison while the next section will

show comparisons through literature metrics. The visual results show that the pro-

posed framework is competitive while having the advantage of being parameter free

and generic for different cut criteria. Figures 4.4, 4.5, 4.6, 4.7, 4.8, 4.9, 4.10, show

the results for all algorithms side by side with the proposed one. For all the objects,

the minima rule cut criteria were deployed.

4.4 Benchmarking of the proposed 3D mesh segmen-

tation algorithms

The 3D mesh segmentation process is not totally defined between human beings.

Although cut criteria exists, different human beings can cut in different ways. Thus,

it is a subjective process and there is no absolute answer or result. The previous
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(a) Proposed. (b) Normalized cuts. (c) Random cuts.

(d) Shape diameter. (e) Core extraction. (f) Random walks.

(g) Fit primitives. (h) K means.

Figure 4.4: Experimental results for the teddy 3D object against other literature

methods.

section shows an example of qualitative evaluation where images are shown side by

side. This is common in visual applications to show that the algorithm satisfies the

requirements and how it is distinguished from other peers’ algorithms. Other exam-

ples of qualitative characteristics are about segmentation type (e.g. part, boundary),

boundary smoothness, pose sensitivity, computational complexity, and input and

control parameters.

Another evaluation mechanism is the quantitative one. This quantitative eval-

uation uses proposed benchmarks that compare the performance of an algorithm
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(a) Proposed. (b) Normalized cuts. (c) Random cuts.

(d) Shape diameter. (e) Core extraction. (f) Random walks.

(g) Fit primitives. (h) K means.

Figure 4.5: Experimental results for the ant 3D object against other literature meth-

ods.

with others and with a baseline segmentation. There are several proposed algo-

rithms in the literature that aim to benchmark the segmentation algorithms. In this

thesis, the benchmarking process will follow the literature approaches. The compar-

ison will be with the major 3D segmentation algorithms in the literature. They are

namely, K-means [1], random walks [38], fitting primitives [48], normalized cuts

[13], randomized cuts [13], core extraction [121], and the shape diameter function

[7]. The baseline is the average human 3D segmentations collected by Chen et al.

[6] through an online data collection facility from diverse samples all over the globe.
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(a) Proposed. (b) Normalized cuts. (c) Random cuts.

(d) Shape diameter. (e) Core extraction. (f) Random walks.

(g) Fit primitives. (h) K means.

Figure 4.6: Experimental results for the hand 3D object against other literature

methods.

The performance of other peer algorithms is also extracted from the corresponding

benchmarking papers [6].

In this section, the proposed algorithm will be compared against the literature

metrics. The used metrics are: the cut discrepancy index (CDI), the Hamming

distance index (HDI), the global consistency index (GCI), the local consistency

index (LCI), and the rand index (RI). These metrics are proposed in the literature

and have been used in several publications. The goal is usually to measure how close

are the cutlines in compared to the baseline and how consistent are the segment
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(a) Proposed. (b) Normalized cuts. (c) Random cuts.

(d) Shape diameter. (e) Core extraction. (f) Random walks.

(g) Fit primitives. (h) K means.

Figure 4.7: Experimental results for the octopus 3D object against other literature

methods.

interiors are respect to the baseline. More details of these metrics or comparison

indices can be found in [33]. Thus, only the main equation and the comparison

results will be listed here. The calculated numbers here are the average number for

all the experimented models, shown in the results section.

The first metric is the CDI. This metric is for the quality of the cutlines with

respect to the base segmentation. The following equations are used to calculate it
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(a) Proposed. (b) Normalized cuts. (c) Random cuts.

(d) Shape diameter. (e) Core extraction. (f) Random walks.

(g) Fit primitives. (h) K means.

Figure 4.8: Experimental results for the chair 3D object against other literature

methods.

CDI(S1,S2) =
DCD(S1 ⇒ S2)+DCD(S2 ⇒ S1)

avgRadius
(4.4.1)

where S1 and S2 are two segmentations of the mesh. avgRadius is the average

Euclidean distance from a point on the surface to the centroid of the 3D mesh. DCD

is a directional function defined as:

DCD(S1 ⇒ S2) = mean{dG(p1,C2),∀p1 ∈C1} (4.4.2)
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(a) Proposed. (b) Normalized cuts. (c) Random cuts.

(d) Shape diameter. (e) Core extraction. (f) Random walks.

(g) Fit primitives. (h) K means.

Figure 4.9: Experimental results for the cup 3D object against other literature meth-

ods.

and the geodesic distance from a point p1 ∈C1 to a set of cuts C2 is

dG(p1,C2) = min{dG(p1, p2),∀p2 ∈C2} (4.4.3)

where C1 and C2 are the point on the segment boundaries of S1 and S2 respec-

tively. The average result of the proposed algorithm is 0.29. Figure 4.11 shows the

results plot compared to the literature algorithms. The lower the value of the CDI,

the better the match between the algorithm performance and the baseline.

The hamming distance index (HDI) is the second metric, which is focused on
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(a) Proposed. (b) Normalized cuts. (c) Random cuts.

(d) Shape diameter. (e) Core extraction. (f) Random walks.

(g) Fit primitives. (h) K means.

Figure 4.10: Experimental results for the glasses 3D object against other literature

techniques.

the region difference between the proposed algorithm and the base segmentation

model. The calculation method for HDI uses the following equations

HDI(S1,S2) =
1

2
(Mr(S1,S2)+Fr(S1,S2)) (4.4.4)

and

Mr(S1,S2) =
DH(S1 ⇒ S2)

‖S‖ (4.4.5)



93

Figure 4.11: Benchmark results for the CDI metric.

Fr(S1,S2) =
DH(S2 ⇒ S1)

‖S‖ (4.4.6)

DH(S1 ⇒ S2) = ∑
i
‖Ri

2Rit
1‖ (4.4.7)

it = argmaxk‖Ri
2 ∩Rk

1‖ (4.4.8)

where S1 and S2 are two segmentations of the mesh. The operator

represents the set differencing and Ri
k. DH is the directional Hamming distance

[122]. The average Hamming distance result of the proposed algorithm is 0.13.

Figure 4.12 shows the result plot compared to the literature algorithms. The best

performing algorithms are the ones with low HDI.

The third metric that measures the ratio of the number of vertices that are not

shared between the segmentation algorithm and the base segmentation is the GCI

metric. This is a global metric and can be calculated through the following
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Figure 4.12: Benchmark results for the HDI metric.

GCI(S1,S2) =
1

N
min{∑

i
L3D(S1,S2,υi),∑

i
L3D(S2,S1,υi)} (4.4.9)

and

L3D(S1,S2,υi) =
|R(S1,υi)R(S2,υi)|

|R(S1,υi)| (4.4.10)

where R(S,υi) is the region in segmentation S that contains the vertex υi and

N is the number of vertices. The average result of the proposed algorithm is 0.13.

Figure 4.13 shows the results plot compared to the literature algorithms. GCI is

a probability between the range of [0,1] and is preferred to be of low value. This

means higher global consistency.

LCI, the fourth metric, is another probability metric, which is similar to the

GCI but operates on the local level in order to complement the GCI. Thus, LCI low
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Figure 4.13: Benchmark results for the GCI metric.

values are better as is the case for GCI and the range of values is also between [0,1].

The equation that calculates LCI is

LCI(S1,S2) =
1

N ∑
i

min{L3D(S1,S2,υi),L3D(S2,S1,υi)} (4.4.11)

where the same functions are borrowed from the LCI equation. The average re-

sult of the proposed algorithm is 0.06. Figure 4.14 shows the results plot compared

to the literature algorithms.

RI is the last metric and focuses on a different aspect of comparison than the

previous metrics. It computes the pairwise label relationships. This is defined as

RI(S1,S2) =
1(n
r

) ∑
i, j,i< j

I(li
S1
= l j

S1
)(li

S2
= l j

S2
)+ I(li

S1

= l j

S1
)(li

S2

= l j

S2
) (4.4.12)

where I is the identity function, N is the number of vertices, and li
Sk

is the corre-

sponding label of all elements contained in region Ri of segmentation Sk. The range

of values is [0,1] with 1 to be the best match. The average result of the proposed
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Figure 4.14: Benchmark results for the LCI metric.

algorithm is 0.173. Figure 4.15 shows the results plot compared to the literature

algorithms. It is to be noted that the reported values here are 1− RI(S1,S2) for

consistency purposes.

Many of the used metrics have some criticism in the literature. Examples of

these weaknesses are mentioned in chapter 2. An important problem in the field

also emerges from the algorithms themselves. Many algorithms require parameters

and they are not the same in type or count. In future, this is expected to disappear,

as the trend will be towards fully automatic methods to support autonomy in intel-

ligent machines. Also, new metrics can be proposed such as ones that make use of

different 2D projections for comparison. Each 2D projection has a number of 2D

segments that can be compared with the 3D segmentation.

The benchmark results show that the proposed algorithm is competitive against

the literature methods. It might not always take the lead but it has a an important

advantage, which is being parameter free. On the other hand, some features are
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Figure 4.15: Benchmark results for the RI metric.

missing in the proposed algorithm such as being pose invariant. However, this is not

always desired in all applications. Two example applications can show how the pose

invariant feature is controversial. The first is the deformation transfer application

where a pose invariant is not good as it will make it hard to capture deformation

changes. The other example is 3D mesh retrieval where an object is desired to be

recognized irrespective of its pose. However, even in these types of applications,

parts of the proposed algorithm such as the antipodal location algorithm can be

utilized.

4.5 Conclusion

This study presents a novel step towards the automation of the 3D mesh segmenta-

tion process. Literature current literature suffer from the dependency on the input

objects or tuning parameters. The proposed algorithms are generic for any input
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mesh or segmentation theory. Using fused 2D search results to refine the 3D results

provides robust coverage of the input mesh. A drawback of the algorithm is that

it is not pose invariant as it is based on the topology changes. Future directions

can be towards the parallelization of the algorithm to improve the speed. Segmen-

tation theories other than cognition theory can also be tested against the proposed

algorithm.



Chapter 5

Study of deformation transfer

between isometric objects

This study addresses a major challenge in data-driven haptic modeling of deformable

objects. Data-driven modeling is done for specific objects and is difficult to gener-

alize for nearly isometric objects that have similarities in semantics or topology.

This limitation prevents the wide use of the data-driven modeling techniques when

compared with parametric methods such as finite element methods. The proposed

solution is to incorporate deformation transfer methods when processing similar in-

stances. The contribution of this research focused on the novel automatic shape

correspondence method that overcomes the problems of symmetry and a semantics

presence requirement. The results show that the proposed algorithm can efficiently

calculate the correspondence and transfer deformations for a range of similar 3D

objects.

99
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5.1 Deformation transfer preliminaries

Haptic modeling of deformable models is an important field of computer haptics.

Deformable models rendering is a challenging task [123] as the material behavior of

the object is required to be modeled along the object topology and structure. Haptic

rendering is a resource demanding process when compared to computer graphics

applications. A common requirement for a smooth haptic rendering is 1,000 Hz

refresh rate while it is only between 30 to 60 for a graphics application [124].

Several methods exist in this field [125]. However, not all of them are physically

loyal or at least try to follow the constitutive physics laws of material behavior [126].

The common accurate main categories can be classified into two large groups: para-

metric modeling techniques and data-driven modeling ones [127]. The parametric

methods examples includes finite element methods (FEM), finite volume methods

(FVM), and extended finite element methods (XFEM). They are known for accuracy

and their independence of the object topology as they use generic estimated mate-

rial parameters. However, they sometimes fail the real-time requirement without

approximations [128] and cannot easily model complex or heterogeneous objects.

On the other hand, data-driven modeling techniques exist, which do not require an

explicit model. The model is calculated through empirical data [129]. Thus, it can

model complex objects and material behavior. Besides, in the run time it is fast

as the model is already created offline and no complex calculations are required.

However, the model is fixed to one object instance and cannot be easily generalized

to related instances that are slightly different [130].

In order to fully utilize data-driven haptic rendering methods, the generalization

limitation needs to be relaxed. This is a required feature when aligned with the fact

that the data collection for rendering is a long process and can take up to several
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days in some cases [131]. In this study, we investigate how deformation transfer

techniques developed in the computer graphics domain can be handy in haptics ap-

plication. A novel automatic shape correspondence algorithm is proposed to relate

any objects that are isometric or nearly isometric. The correspondence algorithm

overcomes challenges in the literature such as symmetry [132] and the requirement

of semantics existence.

The rest of the chapter is organized as follows: section 2 analyzes the related

work in the literature. Section 3 discusses the problem statement. Section 4 il-

lustrates the proposed algorithm while section 5 shows more of the problem of

antipodal point location. Section 6 is dedicated for the implementation details and

experimental results. Section 7 has the concluding remarks and possible future di-

rections.

5.2 Related work of deformation transfer techniques

Data-driven haptic modeling is a modeling method that has the power of model-

ing complex material behavior in a real-time manner. This make use of machine

learning techniques such as artificial neural networks (ANN) to build a model em-

pirically. This can be considered as one of two main approaches to have a physically

loyal haptic rendering. The other method is parametric rendering where a model is

characterized by a set of parameters and governing behavior equations. An exam-

ple is finite element method (FEM), which is considered to have plausible accuracy.

However, it suffers from being unable to meet the real-time requirement and the

high refresh rate of approximately 1000 Hz for stable haptic user experience. An

excellent survey about physical rendering methods of deformable objects can be

found in [126].
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Data-driven methodology for haptic rendering has attracted many researchers

recently. Pai et al. [133] demonstrated early work on estimating the stiffness matrix

K in the equation

f = Ku (5.2.1)

where u is the displacement vector and f is the external forces vector. Cretu

and Petriu [134] and Morooka et al. [135] demonstrated the usage of (ANN) and

how to reduce the number of used vertices. An alternative approach of radial bases

functions (RBF) were used in [131, 136]. Research was also done in the area of

data acquisition and processing [130, 137].

Deformation transfer is a relatively new topic in computer graphics. It started

with applications for facial expressions transfer [138]. The input is a source refer-

ence pose, a deformed source pose and a target reference pose while the output is a

deformed target pose [139]. Several approaches exist in the literature. Deformation

transfer to a subset of the mesh vertices and estimating the rest via interpolation

was proposed by Zayer et al. [140]. Baran et al. [141] focused on the semantics

and how to preserve them rather than arbitrary deformation. Multi-component mesh

processing, using spatial deformation transfer were demonstrated by Ben-Chen et

al. [139]. This was lately extended and generalized by Zhou et al. [142]. The

general note on most of the literature is that the user exists in the loop to specify

key similar vertices.

A main methodology for automating deformation transfer is shape correspon-

dence as the selection of point needs to be automatic to be efficient. This is a

common methodology for many applications such as mesh morphing [143], mesh

parameterizations [144], shape matching [145], and shape registration [146]. A

recent survey by van Kaick et al. [147] demonstrated the latest approaches and
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tried to provide classifications such as full versus partial correspondence and being

dense or sparse from a correspondence point of view. Since the survey came out

there have been several enhancements. Examples include the work of Sahillioglu

and Yemez [132] that used expectation-maximization (EM) algorithm to establish

isometric shape correspondence. Others also used different methods such as fuzzy

correspondence [148], functional maps [149], and MorseSmale complex of the auto

diffusion function [150].

5.3 Deformation transfer problem statement

The simulated deformable 3D object M is assumed to be a boundary mesh dis-

cretized into finite vertices V and faces F. Thus M = {V,F}. The data-driven

modeling of the global behavior of the object material results in a model where ev-

ery external force f, of certain magnitude and direction, has a correspondent visual

deformation and force feedback. The deformation is in terms of displacement in

x,y, and z axes, while the force feedback is in terms of magnitude and force vector

direction.

Using the same literature symbols, we assume two objects S and T, where S is

the source and T is the target. All vertices of S need to be related to vertices of T. To

meet this requirement, the number of vertices of |S|, need to be equal to the number

of vertices of |T|. As this condition cannot be met the correspondence needs to be

of one to many types.

Due to the nature of the study, which is data-driven haptic rendering, the prob-

lem inputs, outputs and methodology have to be different. The deformation transfer

problem in the literature is about calculating the shape of T if it undergoes the same
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deformation function that were applied to S. The challenge, as shown in the previ-

ous section, is in how to produce the output through a few sparsely selected points

by the user. The case in the data-driven haptics domain is quite different. The goal is

to match every point in the source with one or more in the target and hence transfer

the visual and force feedback model to the new object.

Assuming that the generated data-driven model for S is

D( f ,vS,S) = S′ (5.3.1)

where f is the external force, vS is the vertex that belongs to S where the force

will be applied, and S′ is the deformed version of S. Then, we need to find the data

driven model for T

D( f ,vT,T) = T′ (5.3.2)

where vT is the vertex that belongs to T where the force will be applied. This

needs to be under the following condition

min |Diso(§)−Diso(§
′)| (5.3.3)

where

Diso(§) =
1

|§| ∑
(vSi ,vT j )∈§

diso(vSi ,vT j) (5.3.4)

and

diso(vSi ,vT j) =
1

|§|−1
∑

(vSl
,vTm )∈§

(§vSl
,vTm

) 
=(vSi
,vT j

)

|g(vSi ,vSl)−g(vT j ,vTm)| (5.3.5)
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where § is the set of correspondence pairs between the source and the target

and §′ is of the same type of sets but between the deformed versions. g(., .) is

the geodesic distance between two vertices. The geodesic distance is often used in

the literature as it is a distance-preserving mapping and hence a good method for

comparison between the mesh pair and their deformed version pair.

The correspondence algorithm needs to minimize the above function to main-

tain isometry. This needs efficient data structures, descriptive features, and search

strategies. The data structures need to enable easy features extractions. The features

need to be unique, comparable, and easy to calculate. Also, the search strategies are

required to be efficient and exhaustive. The next sections will show the proposed

algorithms and walk through it step by step.

Once the correspondence is identified, the deformation function is transferred.

In the case of one to many this needs an averaging function. Unlike other deforma-

tion transfer research there is no need to estimate deformation as the deformation

function is transferred for all possible external interactions based on the material

behavior.

5.4 The Proposed deformation transfer algorithm

The proposed algorithm main idea is to transform the input mesh into other for-

mats that enable easier matching between the source and the destination. Figure 5.1

shows the flowchart of the algorithm. As stated in the problem statement, the al-

gorithm inputs are the two boundary mesh in simple format and the data-driven

deformation model of the source. The output is the data-driven deformation model

of the destination after the correspondence between the two mesh are found out. The

algorithm has five steps that will be stated in this section. More details in supporting
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methodologies that are used within the algorithm to follow in the next sections.

Figure 5.1: The proposed algorithm flowchart.

In order to process the inputs properly, they are firstly transformed into an ap-

propriate data structure. This is required because the used formats for mesh repre-

sentation are focused on the listing of absolute locations of the vertices and faces.

The chosen data structure is a bidirectional graph because it is simple and shows

the basic adjacency relationship between the vertices. Moreover extra data can be

extracted efficiently, such as the shortest path between two vertices [56]. The graph

is built using faces information and edge traversal cost is defaulted to flat value of

1.

The second step is to identify edges and vertices with a high Gaussian curvature

[151]. These serve as efficient candidates for mesh segmentation according to sev-

eral human perception theories such as the minima rule [17]. The curvature angle

θ is determined using the following equation

θ = arcsin
−−−→‖n f 1‖×

−−−→‖n f 2‖ (5.4.1)

where
−−→‖n f ‖ is a face normal. The θ value can then be compared to a predefined

threshold or the highest 10% vertices in curvature for example can be selected.

Figure 5.2 shows examples of selected high curvature vertices in 3D mesh. The
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curve f (θ) in Figure 5.2b is the result of sorting θ values while the red dot is

acquired using

max
d2

dx2
f (θ) (5.4.2)

For the sake of segmentation, isolated vertices are not considered and only ad-

jacent groups that form a semi contour are selected.

(a) High curvature points (red) in a hand mesh.

θ

θ

(b) Sorted plot of the gaussian curvature of the hand

mesh.

Figure 5.2: Identification of high curvature points in 3D meshes.

The 3D segmentation of the mesh requires the formation of closed cutlines. The

previous step usually only generates semi-contours that need to be completed. The

contour completion process, which is the third step, can utilize advances in 3D mesh

segmentation and geometry processing. In this research, vertex antipodal location

algorithm is utilized and then followed by ellipse fitting to produce a complete con-

tour. The detailed illustration of the used method will be stated in the next section.
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The fourth step is dedicated to acquiring separate convex parts that have a hier-

archical form. This is easily extracted from the cutlines using flood fill like [152]

algorithm. The starting seeds are selected close to the cutlines edges by selecting an

edge and choosing the third point in the two faces that are connected via the edge.

Flood fill is a recursive algorithm that continues until there are no possible vertices

to visit. After this step, the problem of matching is greatly reduced to small sub

problems where simpler sub parts are matched.

The final step is to register and match the sub parts. Due to the preservation of

the hierarchial relations and the relatively simple structure of the parts as they are

nearly convex, matching can use many methods from the literature. An efficient

method is tree matching [153], which matches the similar core parts and then the

descendants are automatically matched as well.

5.5 Antipodal location

This section is dedicated for antipodal location algorithm as it is a core part of

the proposed framework. The antipodal point of a vertex that belongs to a 3D

mesh can be linguistically defined as being ’diametrically opposite’, according to

Merriam-Webster dictionary. This is not far from scientific definitions in other do-

mains such as geography [97] and mathematics [98] where the earth is used or

geometric spheres to define the term. Figure 5.3 shows an example of 2D and 3D

antipodal vertices in 2D shapes and 3D mesh respectively. The reader can notice

that the case n 2D is much simpler than the 3D boundary mesh [7]. The antipodal lo-

cation problem is important for many applications such as in robotics and computer

graphics.
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(a) 2D case. (b) 3D case.

Figure 5.3: Example of vertex antipodal.

5.5.1 2D antipodal vertex calculation

As the location of 3D antipodal vertices is a difficult task in the 3D domain [7], the

problem is transferred into the 2D domain first to get candidates and then one is

chosen to be the 3D vertex antipodal. Multiple 2D projections of the 3D mesh can

be generated through rotation and in each projection where the vertex υ is visible

the 2D antipodal point υa is calculated. The result is a set S = {υa1
,υa2

, ...,υan}
where n is the number of successfully located antipodal points. This leads to three

cases:

1. n = 0, The 3D antipodal cannot be located. This usually happens when the

number of projections is not sufficient.

2. n = 1, The 3D antipodal is located and is the same as the suggested 2D an-

tipodal. No options are available.

3. n > 1, This is the common case where multiple 2D antipodal points are lo-

cated for multiple 2D projections. However, there is a requirement to choose

only one member of the set. In this study, the selected 3D antipodal point
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is the one with maximum Euclidean distance from the source vertex υ and

where the line segment between υ and υa of the 3D vector
−−→υυa does not

intersect with any face of the 3D mesh.

The 2D antipodal location process is visualized in Figure 5.4, which is following

the algorithm used in [154]. There are three steps to acquire a 2D antipodal and can

be summarized as follows:

(a) Input for camel 3D mesh. (b) 2D projection of camel mesh.

(c) 2D footprint of camel mesh. (d) Camel 2D antipodal pair. Source is red and

destination is green.

Figure 5.4: Visualisation of 3D object at each processing step for 2D antipodal

search.

• For every projection the 3D mesh is rotated with certain angles θ ρ , and φ

around x, y, and z axes respectively. This is usually done via nested iterations
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with small step to produce as many permutations as possible. The projection

is then acquired by eliminating the z dimension, as shown in Figure 5.4b.

• The 2D projection by itself cannot be easily processed. Thus, a better format

is to extract the 2D footprint of the formed set of 2D points. The 2D footprint

algorithm α-shape [84] is used. Although the algorithm is dependent on the

α parameter, the value of α can be fixed as the mesh projection is usually

dense. Even in cases of fairly low mesh resolution, restamping process can

be considered for the sake of the antipodal point calculation. Figure 5.4c

shows a calculated 2D footprint of 2D mesh projection. The acquired 2D

footprint is then linearized to be ready for the next step.

• The last step is to locat the 2D antipodal point of a certain source vertex.

After the previous step, the vertex is a member of a line and a normal −→n
can be defined on that line. The normal intersections with other lines are

calculated. This might create an out of mesh problem where more than one

intersection happens, as shown in Figure 5.5. This can be solved using point

in the polygon approach [109].

5.5.2 3D antipodal vertex calculation

The 3D antipodal point is calculated based on the results of the 2D search through

the generated 2D projections. As discussed, the selection is required when there are

multiple candidates. The used heuristics are based on the facts that the antipodal

point and its source are diametrically opposite. For the purpose of our study of

shape correspondence, the final results can be rectified based on local neighborhood.

For a line of source vertices, the antipodal points should form a relatively similar

connected line and hence any obvious outliers will be rejected.
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Figure 5.5: Possible solutions to navies’ antipodal selection using point in polygon

algorithm.

After locating the 3D antipodal points of each semi contour, the contour is com-

pleted using ellipse fitting algorithm. Figure 5.6 shows an example of the method,

which fits the provided set of projected 2D points to an elliptic curve. The elliptic

curve then guides the process of contour completion by iteratively checking neigh-

bor vertices. The implementation of the antipodal points search is done using Mat-

lab and R software. The next section will go through the details and the obtained

experimental results.
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Figure 5.6: Ellipse fit example to guide contour completion.

5.6 Implementation and results of the proposed de-

formation transfer algorithm

The proposed algorithm is implemented to obtain experimental results. Most of the

modules were implemented in Matlab using open source toolboxes for mesh editing.

For the generation of 2D footprints, an open source package called Alphahull [90]

was used inside the R environment.

The complexity analysis of the algorithm in comparison with related literature

approaches is shown in table 5.1. The source of other approaches data is from

Van Kaick et al. survey [147]. Analysis is done in terms of time and space. The

proposed algorithm is competitive in both criteria. An advantage is that mapping

first identifies a set of cutline points p which are much less than the number of mesh
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Approach Time Space
Naive algorithm O(m4n3 logn) -

Randomized O(mn3 logn) -

Randomized verification ≈ O(n3 logn) -

Sets of 4 coplanar points O(n2 + k) O(n)
Proposed approach O(pn logn) O(n)

Table 5.1: Complexity analysis of deformation transfer methods for two sets with

m and n points. k is the size of the output while p is the number of cutline points.

vertices.

Figure 5.7 shows the 3D segmentation of the models into parts. The advantage

of the method is that any form of segmentations are acceptable, given that the hier-

archy of the segments is preserved. The resultant 3D sub parts are in simpler convex

format.

Figure 5.8 shows the results of correspondence between similar isometric 3D

objects. The matching is done through tree matching and 3D registration. This has

the advantage of being able to relate sub parts even if similarity exists because the

hierarchical relations are preserved. Besides, the sub parts do not need to contain

any semantics to be matched.

5.7 Conclusion

A novel algorithm is presented to tackle the problem of data-driven haptic render-

ing re-use. The data-driven haptic rendering is a resource consuming process and

being able to use the resource for a whole class of objects such as livers or lungs is

useful for the practicality of data-driven haptic rendering. The algorithm uses con-

cepts from the literature such as deformation transfer, shape correspondence, and

3D mesh segmentation to efficiently transfer the deformation function from one

mesh to another where the two exhibit a level of isometry.
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The results demonstrated the algorithm ability to process various mesh with var-

ious topology and vertices counts. Future directions can be towards the interesting

area of deducting the material parameters given a set of similar objects that have

the same material. Also concepts from this research can be used generally in other

problems in computer graphics such as mesh morphing.
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(a) Contour completion. (b) Part segmentation.

(c) All cutlines. (d) All parts.

Figure 5.7: The results of a hand mesh segmentation into convex parts.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 5.8: Isometric mesh can be matched after being decomposed.



Chapter 6

Study of 3D mesh skeletonisation

Finding the skeleton of a 3D mesh is an essential task for many applications such

as mesh animation, tracking, and 3D registration. In recent years, new technologies

in computer vision such as Microsoft Kinect have proven that a mesh skeleton can

be useful such as in the case of human machine interactions. To calculate the 3D

mesh skeleton, the mesh properties such as topology and its components relations

are utilized. In this chapter, the usage of a novel algorithm is proposed that can

efficiently calculate a vertex antipodal point.

A vertex antipodal point is the diametrically opposite point that belongs to the

same mesh. The set of centers of the connecting lines between each vertex and its

antipodal point represents the 3D mesh desired skeleton. Post processing is com-

pleted for smoothing and fitting centers into optimized skeleton parts. The algo-

rithm is tested on different classes of 3D objects and produced efficient results that

are comparable with the literature. The algorithm has the advantages of producing

high quality skeletons as it preserves details. This is suitable for applications where

the mesh skeleton mapping is required to be kept as much as possible.

118
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6.1 Introduction to 3D mesh skeletonisation process

3D mesh skeleton is best described as a compact representation of the 3D mesh. A

formal definition was proposed by Dey and Sun [155] starting with medial axis and

using medial geodesic function (MGF). However, later publications [156] proposed

that the definition stay open and vary based on the proposed usage and applica-

tion. Also, the required properties of the skeleton can help in shaping its definition.

Properties are listed in [102] and examples of them are robustness, smoothness and

centeredness. The 3D mesh skeleton had many applications such as animation,

tracking and 3D registration. Figure 6.1 shows an example of a 3D mesh skeleton.

Figure 6.1: Example of skeletons for various 3D objects [102]. The 3D skeleton is

a 1D representation of 3D mesh.

The extraction of the 3D mesh skeleton is a challenging process especially when

it is required to be autonomous and without supporting inputs from the user. There

are several algorithms in the literature that approach the skeleton extraction prob-

lem, as will be shown in the related work section. The main drawbacks of the current

algorithms are that they are sophisticated in terms of parameters and implementa-

tion [157][158] and inaccurate in mesh description [159]. This, when combined

with the lack of an ultimate output definition makes it clear that more methodolo-

gies are required.
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In this study, a novel algorithm that locates antipodal points for mesh vertices

is introduced. This algorithm can directly be deployed to locate the set of points

that form a 3D mesh skeleton. The algorithm, as shown in the implementation

section, transfer the problem into the 2D domain and make use of multiple 2D

projections of the 3D mesh in different poses. Once a vertex and its antipodal

pair are located the center of their connecting line is added to the skeleton set of

points. Post processing is then applied to ensure smoothness and connectivity. The

algorithm is efficient due to its autonomy (i.e. no parameters are required from

the user side), ability to describe the input 3D mesh, ease of implementation, and

possibility of parallelization where faster processing is required.

The rest of this chapter is organized as follows: Section 2 analyzes the related

work. Section 3 introduces the proposed algorithm and its related definitions. Sec-

tion 4 shows the experimental results while Section 5 is dedicated for the concluding

remarks and future directions.

6.2 Literature review of 3D mesh skeletonisation tech-

niques

The skeletonisation of the 3D mesh process is an active area of research. The ad-

vances in the computer graphics and computer vision domains made the skeleton

even more important as an excellent representation for processing and transmission

purposes. Thus, there are many algorithms that targeted the skeletonisation problem

and they can be classified in different ways.

A relatively recent survey is by Cornea and Min [102] focused on listing the

mesh skeleton desired properties and available algorithms. These properties can be

summarized as follows:
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1. Homotopic: The skeleton needs to preserve the mesh topology [160].

2. Connected: The skeleton needs to be connected as long as the mesh is con-

nected.

3. Invariant under isometric transformations: T (Sk(O))= Sk(T (O)) [102], where

T (O) is a transformation function and Sk(O) is the object O skeleton.

4. Reconstruction: The mesh can be reconstructed from the skeleton [161].

5. Thinness: an opposite feature to reconstruction, which requires that the object

be as thin as possible.

6. Centeredness: The skeleton needs to be central with respect to the mesh [162].

7. Reliability: All the mesh points need to be visible from at least one of the

skeleton points [163].

8. Smoothness: The variation in tangent directions of the skeleton points needs

to be as low as possible.

9. Component-wise differentiation: A skeleton can lead to mesh recognized seg-

ments.

10. Robustness: The skeleton sensitivity to noise in mesh boundaries need to be

low.

11. Hierarchical: A skeleton needs to reflect the mesh hierarchy [164].

Cornea and Min [102] also classified the available algorithms into four cat-

egories: Thinning and boundary propagation, using a distance field, geometric

methods, and general field functions. The thinning algorithms remove the object

layers or reduce its boundaries iteratively until it reaches the required skeleton
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[165]. Using a distance field is the second category where a distance field function

D(P)P∈O = min
Q∈B(O)

(d(P,Q)) [166]. P is an interior point in a voxelized representa-

tion of an object O, B(O) is the boundary of O, and d(., .) is a metric distance func-

tion. There is also geometric methods that use approaches such as Voronoi diagrams

[167], cores and M-reps [168], and Reeb graphs [169]. Finally other functions than

the distance field function were used such as potential field [170], electrostatic field

[171], visible repulsive force [172], and radial basis function [173].

The proposed algorithm belongs to the fourth category. A novel function is used,

which depends on the antipodal point location algorithm. The algorithm operates

on boundary triangular mesh or point clouds. The newer function is intuitive and

satisfies the above desired properties efficiently.

6.3 The proposed 3D mesh skeletonisation algorithm

The proposed algorithm main idea is to use an antipodal location algorithm to locate

the skeleton composing set of points. The algorithm takes a point p that belongs to

the mesh M and returns another point q ∈ M, which is the closest to be antipodal

point to p. This is a search problem in the set of M vertices. The search is guided

through a set of heuristics that limit the search and evaluate each candidate.

6.3.1 Preliminaries

A challenge in the underlying problem is the lack of formal definitions. Unlike the

medial axis of a mesh, the 3D mesh skeleton is not properly defined in the literature

[156]. Also, an antipodal point of another point is not well defined in 3D domain

[7]. However, as shown in previous sections, certain properties and heuristics exist

that can differentiate a plausible output.
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The definition used in this study, is that a 3D mesh skeleton S = {v1,v1, ...,vn}
is formed by a set of finite points that should each meet the following constraints:

• vi, p,q ∈ P

• min{dist(vi, p)−dist(vi,q)}

where p and q form a pair of antipodal points that belong to the boundary of a mesh

M. P is a plane formed by a pair of antipodal points and vi.

Another supporting definition is the antipodal point definition in 3D. A linguistic

definition is that the antipodal point needs to be diametrically opposite [100]. We

add to that the line between the two points need to be totally inside the mesh. This

is important in order to avoid out of mesh antipodal points as the 3D mesh is not

always totally convex. Figure 6.2 shows the used definitions.

The 3D skeleton extraction algorithm can be split into three main parts: prepro-

cessing, main module, and post processing. The three parts perform the required

transformation in a serial manner to produce the final output. This modularity in the

algorithm enables easy changes and improvement if specific application require-

ments are desired.

6.3.2 Preprocessing

The preprocessing phase aims to transform the inputs into a suitable format for

the next phases. The input here is in the form of a 3D triangular boundary mesh.

The mesh is required to be closed and of a high resolution. The closed boundary

is naturally required to avoid outliers and undefined calculations. High resolution

is also required, as will be seen in the next phase, because 2D points’ projections

is calculated. High resolution helps in identifying the enclosing footprints of the

projections, which is important in locating the antipodal points.
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Figure 6.2: Antipodal point and skeleton points definition. p is the source, q is the

located antipodal point, and v is the center of the line connecting p and q. All the

three points belongs to the plane P.

In case the mesh is of a low resolution, remeshing techniques can be utilized

or the faces can be subdivided iteratively until an acceptable threshold area is met.

The search for antipodal points is done exhaustively for all the mesh points. How-

ever, if faster processing is required, then random seeds can be calculated first that

can guarantee a level of coverage and the results are then oversampled in the post

processing phase. This is important for real time processing because the algorithm

can utilize parallel architectures.

6.3.3 Main module of the skeletonisation algorithm

The main core of the 3D skeleton extraction algorithm is to define an antipodal point

for another point, where both belong to the mesh boundary. An antipodal point is
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diametrically opposite. In order to define the diameter, a tangent plane to the source

point needs to be defined. The problem in 3D mesh is that a point is formed as a

result of the intersection of multiple faces. These faces do not, in general, share a

common plane. Thus, acquiring this plane needs more information on the global

topology of the mesh. Figure 6.3 shows the data flow diagram of computing the 2D

and 3D antipodal points.

Figure 6.3: Data flow diagram of the algorithm steps to compute the 2D and 3D

antipodal points.

In the 2D domain, the situation is easier. A point is a member of a curve, and

therefore a tangent can easily be acquired. Thus, the problem is transferred to the 2D

domain. Multiple projections are calculated by rotating the mesh around x,y, and z

axes with fixed small steps. The 2D footprint [83] of each projection is calculated to

separate the boundary points only. The resultant discrete boundary points’ tangents

are then calculated for every projection to get the antipodal point for each boundary

point.

The result of the previous step is that every 3D point has multiple antipodal

points’ candidates. These candidates are filtered to only one that satisfies certain

conditions. The first one is that the line connecting the antipodal point and the

source point needs to be entirely inside the mesh. The second one then, which is
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then tested after the first one, is that it is the farthest point from the source. This is

required to ensure that point is with the largest diameter. To check that the line is

entirely inside the mesh, an algorithm called point in polygon [109] is used. This

extends the line from both sides and makes sure that every entry to the mesh is

matched with an exit. If the original line two end points are an exit followed by an

entry, then it is rejected.

Once every point has a corresponding antipodal one, the skeleton can be then

defined. The skeleton is formed as a result of connecting all the centers of the lines

connecting a point with its antipodal one. However, this requires post processing to

make sure it has the desired properties mentioned in the literature review section.

The last step in the proposed algorithm is to filter the extracted skeleton. A

skeleton needs to have general properties. The most important properties that re-

quire post processing are thinness, connectivity and centeredness. The resulting

points from the last step form a thick and unconnected set of points. Therefore,

a line fitting algorithm is required to induct proper lines out of these points. This

makes sure that if some outliers exist they cannot have a large effect on the end

result.

6.4 Experimental results of the proposed 3D mesh

skeletonisation algorithm

The algorithm was tested on several 3D object classes that were acquired from

Chen’s public database [6]. The database was chosen as it was used for benchmark-

ing 3D mesh segmentation, which is a close field to 3D skeletonisation. Currently,

3D mesh skeletons are subjective and future directions are towards benchmarking

results against human samples as demonstrated in Chen’s database [6].
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The algorithm is run offline and the input was the boundary mesh files in simple

formats such as wavefront object format. Another optional input is the rotation step

around the x,y, and z axes of the projections. This affects the amount of calculated

antipodal points and hence the final fitting quality. It also affects the algorithm

running time. Thus, there is a tradeoff between accuracy and time. However, this is

generic for any object and can be fixed as the algorithms are meant to be run offline.

The results are shown in Figure 6.4. There is no specific benchmarks in the lit-

erature yet [102] as a result of the lack in formal definition of the 3D mesh skeleton

itself. However, the extracted 3D mesh skeletons follow the desired properties men-

tioned in the literature review section and are comparable with the literature results.

The used rotation step is 10 degrees in each direction.

Figure 6.5 shows a comparison between the proposed algorithm results and liter-

ature algorithms for a 3D hand model. The literature algorithm results are acquired

from [27]. The proposed algorithm is superior in terms of quality and desired prop-

erties. Besides, the proposed algorithm is astomous and operates on 3D boundary

mesh input format. These features are not always available in corresponding litera-

ture algorithms.

6.5 Conclusion

The 3D skeleton extraction is a challenging problem in computer graphics. This

chapter provides an algorithm that can calculate the 3D mesh skeleton efficiently by

individually locating the antipodal point of every boundary point in the mesh. The

centers of the lines connecting the antipodal point and the source are augmented and

fitted to produce the desired skeleton. The algorithm has been tested on different
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(a) Hand skeleton. (b) Ant skeleton.

(c) Fish skeleton. (d) Teddy skeleton.

Figure 6.4: Skeleton results for selected 3D objects classes with a different vertices

count. The skeletons have the 11 proper properties defined in section 2.

objects with different classes and vertices count. The results follow the proper prop-

erties that a skeleton needs to have. Algorithm weakness is in the case of concave

3D mesh such as a a ball or a donut. Future research can be directed towards test-

ing the proposed algorithm on parallel architecture using the advances in modern

graphical processing units. Also, the 3D mesh skeleton benchmarks require further

investigations following the path of similar domains such as 3D mesh segmentation.
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(a) Proposed approach. (b) Mesh contraction. (c) Reeb graph.

(d) Potential field. (e) Distance field. (f) Thinning.

(g) Medial surface.

Figure 6.5: Skeleton results for the hand 3D object when compared with literature

methods.



Chapter 7

Conclusion

This thesis provided a novel automatic algorithm to calculate 3D mesh segmenta-

tion. The algorithm has other advantages such as the ability to perform on different

criterion, modularity and being ready for parallelization on multi core processors

and architectures. In this chapter we will state the concluding remarks and possible

future extensions.

7.1 Thesis Contributions

The proposed algorithm and heuristics were applied on several 3D object classes

and also deployed in detailed applications. Several topics were addressed and they

can be summarized as follows:

3D Vertex antipodal point location: An antipodal of a boundary vertex is the di-

ametrically opposite vertex that belongs to the same 2D shape or 3D mesh

boundary. Locating the antipodal point in the 3D case is challenging [7].

This thesis proposes a novel algorithm to locate the 3D antipodal of a bound-

ary vertex. The algorithm searches a set of 2D footprints of different 2D

130



131

projections of the mesh to ensure coverage. Individual antipodal points can

be located concurrently and hence the algorithm can be implemented on par-

allel architectures. Besides, the provided algorithm helped in the definition

of a 3D antipodal point as this definition is still not final in the case of 3D

boundary mesh.

Parameterless 3D mesh segmentation: Most of the 3D mesh segmentation liter-

ature methods require a parameter or more to perform. These parameters are

not efficient when they are dependent on the input mesh such as the number

of required segmentations. The proposed algorithm is practically parameter-

less and any additional parameter is optional to match the subjective nature

of the 3D mesh segmentation process. Different users would produce differ-

ent segmentations for the same input mesh. This can be the result of over-

segmentation or the opposite of being extra cautious in laying cutlines. Thus,

the proposed algorithm considers the segmentation criterion as an optional

input. The default is the widely accepted minima rule, but any other criterion

can be used without any modifications to the algorithm core modules.

Variable segmentation criterion: The segmentation criterion is base on which a

segment is split from the main mesh. In our algorithm, this is an optional

input and the default is the minima rule. Making the segmentation criterion

variable is an important advantage of the proposed algorithm. This allows the

algorithm to be deployed in a wide range of applications. Future commercial

applications of the technology will always favor such generalization.

Real time 3D mesh segmentation: The proposed algorithm can be implemented

on parallel architectures as its main modules can be run independently. This

allows the algorithm to be used for online application. Online processing is
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vital for many applications such as in robotics. A great aid for a robot is to be

able to interactively structure its surrounding environment.

The proposed algorithm is efficient in terms of results, autonomy, speed and

flexibility. The 3D mesh segmentation is relatively a new domain and many features

are still under development. Having generality and adaptability in mind in the early

stages would lead to better designs and more robust applications.

In terms of limitations, the proposed algorithm is still an offline one if imple-

mented in single core hardware. The algorithm is also not pose invariant. Thus,

a closed hand mode would be treated differently to an open one. However, some

applications consider this as an advantage because the segmentation process has a

large dependency on the application requirements and definitions.

7.2 Potential applications

There are several potential applications that can make use of the 3D mesh segmen-

tation algorithm output. Segmentation is an efficient methodology of dividing the

problem into simpler and smaller parts. Here are some examples:

7.2.1 Online generic 3D skeletonisation using depth cameras

Depth cameras have become popular in recent years. They have become available

to end users with the introduction of Microsoft Kinect [174]. Since then several

hardware and software were developed for such technology. The technology allows

the user to obtain the 3D point cloud of the environment. This is then can be used

to infer the depth of the objects and reconstruct 3D parts.

So far, the technology is affected by the gaming industry and hence the focus is

on players. Most of the devices provide 3D skeletons of the human players so the
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games can sense their actions in a markerless sense. This is however quite limited

for only one class of objects, which is the human operator.

The proposed algorithm can help in moving this technology to the next level.

The target is to have an online skeleton of any separable object in front of the screen.

Players can then use these objects in their games or even the sensors can be used

by robotics to recognize and interact with surroundings. To obtain a complete 3D

point cloud rather than a 2.5D one, the system can use multiple sensors such as the

structure shown in Figure 7.1a [175]. Stereo vision and camera calibration algo-

rithms can then fuse the resultant point clouds to obtain a complete 3D mesh. This

is shown in Figure 7.1b [175] and similar structure was demonstrated in [176].

(a) Multi Microsoft Kinect system that cap-

tures full 3D.

(b) Calibration of multipe Microsoft Kinect

cameras.

Figure 7.1: Acquisition system of full 3D point cloud using multiple depth sensors.

Having a generic online skeletonisation device, will be of great use to many

applications. This includes, but not limited to, biometrics, robotics and the gaming

industry.

7.2.2 Shape correspondence for data-driven haptic simulation

of deformable models

Haptic simulation of deformable models is an interesting point of research as it fa-

cilitates a new dimension in human machine interactions. The simulation allows the

user to touch and feel the material of virtual reality objects and be able to identify the
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material properties. This requires the system to calculate the external force exerted

by the user touch and calculate the visual and haptic deformations accordingly.

Many algorithms have been proposed in this area. They can be broadly classified

into two main categories: parametric and data-driven [177]. Parametric methods

such as finite element methods (FEM) are efficient in terms of accuracy. However,

they cannot be used in real-time applications. On the other hand, data-driven meth-

ods [137] collect data from multiple interactions with the object through proper

sensors and build the model through machine learning techniques. This model can

then be used quickly in real-time applications.

The main problem with data-driven methods is the data collection phase. The

process is time consuming and is valid only for one object. An important addition

to such systems is the ability to generalize the collected data for similarly structures

objects. This reduces the collection time from one object to a whole class of similar

objects. Figure 7.2 shows an example of two liver objects that are quite similar.

Data can be re-used for the similar areas and the data can be collected only for the

different part.

(a) Liver 1. (b) Liver 2.

Figure 7.2: Shape correspondence can identify the areas of similarities and differ-

ences. The data collection can be only done for the different areas.

The proposed algorithm in this thesis can identify the similarities and differ-

ences as the mesh will be decomposed into smaller parts.
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7.3 Future research directions

The 3D mesh segmentation field still requires further research. This can be easily

verified for instance when we compare the amount of publications against 2D mesh

segmentation field for instance. The ultimate goal is to have smart segmentation that

is real-time, adaptive, and accurate at the same time. The main future directions can

be summarized as follows:

Improved 3D mesh segmentation benchmarking database: Currently, the avail-

able benchmarking database is generated subjectively by human users. This

requires a lot of effort to cover different classes of 3D objects and also it might

not cover all cases. A future direction is to research on how these databases

can be generated automatically. This requires a better understanding of the

human approach in 3D segmentation.

Assisted 3D mesh segmentation: Online databases of images are now widely used

by end users. An interesting concept is to use pattern recognition and match-

ing to suggest segmentations based on the collected results and meta data.

This can give a boost to the segmentation results as the algorithm will start

with better input. Collective intelligence methods can then be used to build

special purpose databases for the 3D segmentation process.

Improved metrics for algorithm comparison: The 3D mesh segmentation algo-

rithms metrics are still in the early stages of development. More metrics are

required to make it easier and clearer to distinguish between different algo-

rithms.

A new 3D mesh representation that is easily separable: This requires a real paradigm
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shift. However, if meta data could be embedded in the mesh formulation pro-

cess, it would make the digitization process much easier.
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